University of Tennessee at Chattanooga

UTC Scholar

ReSEARCH Dialogues Conference Proceedings

ReSEARCH Dialogues Conference Proceedings 2050

Apr 15th, 1:00 PM - 3:00 PM

Overview of ExaMPI

Derek Schafer
University of Tennessee at Chattanooga

Ryan Marshall
University of Tennessee at Chattanooga

Tony Skjellum
University of Tennessee at Chattanooga

Martin Ruefenacht
University of Tennessee at Chattanooga

Follow this and additional works at: https://scholar.utc.edu/research-dialogues

Recommended Citation

Schafer, Derek; Marshall, Ryan; Skjellum, Tony; and Ruefenacht, Martin, "Overview of ExaMPI". ReSEARCH
Dialogues Conference proceedings. https://scholar.utc.edu/research-dialogues/2020/day2_posters/106.

This posters is brought to you for free and open access by the Conferences and Events at UTC Scholar. It has been
accepted for inclusion in ReSEARCH Dialogues Conference Proceedings by an authorized administrator of UTC
Scholar. For more information, please contact scholar@utc.edu.


https://scholar.utc.edu/
https://scholar.utc.edu/research-dialogues
https://scholar.utc.edu/research-dialogues/2020
https://scholar.utc.edu/research-dialogues/2020
https://scholar.utc.edu/research-dialogues?utm_source=scholar.utc.edu%2Fresearch-dialogues%2F2020%2Fday2_posters%2F106&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:scholar@utc.edu

e unviergy . @AVerview of ExaMPI SiviCENTER E

Tennessee Qf EDINBURGH Derek Schafer, Ryan Marshall, Anthony Skjellum, ggmpe)zgt%ﬁaelllggi%iL%A&(pEAigegeering EE%E%I\Igggggég}

TECH ) Martin Ruefenacht CHATTANOOGA

Progress Engine

e ExaMPI| implements a strong progress engine
that is independent from the user threads,

Motivation

e [o create an MPI implementation that can be
used to experiment with new MPI features
with ease with blocking notification of completion
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o Allows for different styles of progress
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