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I. Introduction 

Abstract 

The exponential growth of technology, epitomized by Moore's Law – “the observation 

that the number of transistors on an integrated circuit will double every two years”– has 

propelled the swift evolution of Artificial Intelligence (AI) and Internet of Things (IoT) 

technologies [1]. This phenomenon has revolutionized various facets of daily life, from smart 

home devices to autonomous vehicles, reshaping how individuals interact with the world around 

them. However, as governments worldwide increasingly harness these innovations to monitor 

and collect personal data, profound privacy concerns have arisen among the general populace. 

Despite the ubiquity of AI and IoT in modern society, formal education on these technologies 

remains scant, leaving many individuals ill-equipped to navigate the complex landscape of 

digital privacy and data security. Consequently, the pervasive exposure to these technologies 

underscores the pressing need for comprehensive educational initiatives to empower individuals 

to safeguard their privacy rights effectively. 
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Problem Statement 

In the digital age, the intersection of privacy rights and national security imperatives 

constitutes a complex challenge. The widespread integration of AI and IoT technologies by 

governments demands meticulous attention to the ethical and legal dimensions of data collection 

and surveillance, particularly in relation to citizens' rights. As governments deploy increasingly 

sophisticated AI algorithms and IoT devices for surveillance and data analysis, concerns about 

the erosion of individual privacy rights have become more pronounced [2]. In navigating this 

landscape, the average person confronts a dual imperative: on the one hand, the desire to partake 

in the benefits of living in a technologically advanced society, and on the other, the need to 

preserve and emphasize their humanity in the face of pervasive digital surveillance. 

Finding equilibrium in this dynamic requires individuals to cultivate a nuanced 

understanding of their digital footprint and the implications of their interactions with AI and IoT 

technologies. This entails not only advocating for robust legal frameworks that safeguard privacy 

rights but also fostering a culture of digital literacy and awareness. Empowering individuals to 

make informed choices about their digital engagement, from understanding privacy settings on 

social media platforms to scrutinizing data collection practices of IoT devices, is paramount. 

Moreover, emphasizing humanity amidst technological advancement involves 

recognizing the inherent dignity and autonomy of individuals in the digital realm. It requires 

promoting values of transparency, accountability, and consent in the design and implementation 

of AI and IoT systems [3]. This entails advocating for the development of AI algorithms that 

prioritize fairness, equity, and non-discrimination, while also ensuring that surveillance measures 

are proportionate, targeted, and subject to rigorous oversight [4]. 
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Ultimately, striking a balance between existing in a technologically advanced state and 

emphasizing humanity necessitates a multi-faceted approach that encompasses legal protections, 

educational initiatives, and ethical considerations. By fostering a culture that values both 

technological innovation and human dignity, individuals can navigate the digital landscape with 

confidence, ensuring that privacy rights remain central in the pursuit of national security 

objectives. So then, how does the average person balance existing in a technologically advanced 

state whilst simultaneously emphasizing their humanity?  

Purpose and Scope 

The purpose and scope of this study are multifaceted, aiming to delve into the profound 

implications arising from the governmental adoption of AI and IoT technologies, with a keen 

focus on privacy and security concerns. In essence, this research endeavors to dissect how these 

technologies have been deployed, their impact on individual rights, and the potential 

ramifications if left unchecked. By conducting a thorough analysis of existing practices 

surrounding AI and IoT governance, this study seeks to illuminate the strengths and 

shortcomings of current approaches, thereby paving the way for the formulation of 

comprehensive strategies aimed at safeguarding individual privacy while upholding effective 

governance standards. 

Central to this investigation is the exploration of the ethical and humanitarian dimensions 

inherent in the utilization of AI and IoT technologies by governments. As these technologies 

become increasingly integrated into surveillance systems and data collection mechanisms, there 

arises a pressing need to reconcile the competing interests of national security imperatives and 

individual privacy rights [4]. Thus, this study endeavors to elucidate the role of ethical 
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frameworks and humanitarian-based policies in navigating this delicate balance, offering insights 

into how policymakers can craft regulations that prioritize both security objectives and 

fundamental human rights. 

Moreover, this research seeks to project into the future, envisaging potential trajectories 

of government utilization of AI and IoT technologies and their implications for privacy and 

security. By identifying emerging trends and foreseeable challenges, this study aims to inform 

proactive interventions that mitigate risks and promote responsible innovation. In doing so, it 

contributes to the ongoing discourse surrounding the ethical governance of AI and IoT, offering 

pragmatic recommendations for policymakers, industry stakeholders, and civil society actors 

alike. 

This study represents a comprehensive endeavor to understand, critique, and guide the 

trajectory of government utilization of AI and IoT technologies. Through rigorous analysis, 

ethical inquiry, and forward-looking insights, it aspires to foster a digital landscape that not only 

harnesses the potential of these technologies but also safeguards the fundamental rights and 

dignity of individuals in an increasingly interconnected world. 
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Significance of the Study 

The significance of this study is bridging critical knowledge gaps and addressing pressing 

societal concerns surrounding the integration of AI and IoT technologies into government 

operations. By delving into the complexities of these technologies and their implications for 

privacy and security, the research seeks to provide valuable insights that can inform policy 

making decisions, empower citizens with knowledge, and uphold fundamental rights in the 

digital age. 

At a time when the rapid advancement of AI and IoT technologies has outpaced 

regulatory frameworks and public awareness, this study serves as a beacon of understanding. By 

shedding light on how governments are leveraging these technologies and the potential 

consequences for individual privacy, it equips policymakers with the information needed to enact 

effective regulations that balance security imperatives with civil liberties. Moreover, by 

empowering citizens with knowledge about the risks and implications of AI and IoT deployment, 

the study fosters a more informed and vigilant populace capable of advocating for their rights in 

the digital sphere. 

Ultimately, the significance of this study lies in its potential to shape the trajectory of AI 

and IoT governance, ensuring that these technologies are harnessed responsibly to benefit society 

while safeguarding individual privacy and dignity. By addressing these critical issues, the 

research contributes to the broader discourse on technology ethics and governance, paving the 

way for a more equitable and transparent digital future. 
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II. Literature Review and Case Studies 

Theoretical Framework 

AI and IoT technologies, propelled by machine learning and data analytics, have 

fundamentally transformed the landscape of data collection and analysis. Understanding the 

capabilities and implications of these technologies is essential for navigating the complexities of 

modern governance [5]. Yet, amidst the buzzwords and futuristic narratives that often surround 

AI and IoT, it is imperative to acknowledge their existence and examine them with clarity and 

scrutiny. 

Artificial intelligence, at its core, is synonymous with “machine learning” [6]. But what 

does this truly entail? It's not merely about futuristic robots or autonomous systems; it's about 

algorithms parsing through vast amounts of data to discern patterns and make predictions [6]. 

Similarly, the Internet of Things encompasses everyday tools and devices interconnected through 

the Internet. Yet, how can these seemingly innocuous objects be manipulated without direct 

human intervention? 

By recognizing AI and IoT as technologies devoid of inherent purpose or agency, we 

confront a fundamental truth: their impact is contingent upon human action [2]. These 

technologies exist as neutral tools, devoid of personality or ethical considerations. However, it is 

through human agency that they acquire meaning and direction.  In Weapons of Math 

Destruction, Cathy O’Neill states, “Many of these models encoded human prejudice, 

misunderstanding, and bias into the software systems that increasingly manage our lives” [2]. 

They can be harnessed for positive endeavors, such as enhancing efficiency and improving 
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quality of life, or wielded for nefarious purposes, such as infringing upon privacy and 

perpetuating surveillance. 

Thus, at the heart of the discourse surrounding AI and IoT lies a quintessential question: 

How far are we willing to go? It is ultimately a question of human ethics and values, of 

determining the boundaries of technological advancement in relation to societal well-being and 

individual rights. In navigating the terrain of AI and IoT governance, we are compelled to 

grapple with complex moral dilemmas and confront the ethical implications of our actions. 

In essence, the theoretical framework underpinning this study emphasizes the critical 

need to view AI and IoT technologies not as abstract concepts or futuristic fantasies, but as 

tangible realities with profound implications for society. By acknowledging their existence and 

examining them with a critical lens, we can better understand the hazards, risks, and harms they 

may pose, and chart a course towards responsible and ethical governance in the digital age [2, 5]. 

Government Utilization of AI and IoT 

Governments worldwide are increasingly deploying AI and IoT technologies for 

surveillance, data aggregation, and citizen monitoring. Case studies examining initiatives such as 

China's Social Credit System underscore the far-reaching implications of governmental AI and 

IoT adoption [7]. We have seen in recent years mentions of China’s Social Credit System and the 

varying approaches surrounding it. One of the leading factors contributing to anonymity within 

the project is xenophobia and political propaganda. Regardless, these technologies exist to not 

only monitor but to judge. It seems trivial to mention them along the lines of “Big Brother” from 

1984, however, in reality, this is exactly what it is -- just a little more socially acceptable and 

integrated due to the idea of “need” [8]. However, it is important to mention that as we dive into 
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what we know regarding the Chinese social credit system, whether it is the rapid and controlled 

surveillance of literally everything, or if it is the ability to dictate who deserves what, it is not just 

a “China” problem. These types of explicit social credit systems across the globe increasingly 

but interestingly, implicitly exist within our very own country [9]. The United States of America 

and its vast intelligence agency recreational activity encompass the very notion of anonymous 

secretive surveillance and digital judgment. However, it is difficult to acknowledge for the 

average citizen as it extends beyond patriotism and into questioning.  

 

China Social Credit System: Technological Foundations and Data 

Governance 

The China Social Credit System (SCS) is intricately woven with advanced technologies 

that enable its surveillance and evaluation capabilities. At its core, the SCS relies on the 

integration of AI, IoT devices, digital surveillance mechanisms, and more to monitor and assess 

individual behavior. In an international policy brief meant to discuss the SCS, the authors 

highlight the origin  

The SCS is akin to the combined credit report and criminal background check that exist 

in the United States but with far more information. It appears to be a digital 

reincarnation of the dang’an 档案, dossiers created in the Mao era and still in existence, 

with in depth information on individual work performance recorded by work units and 

local police but spun for a new age and renamed “credit.” [10] 
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As noted in the policy brief, "Companies now face more checks on how they collect and 

employ user data," as the SCS places a premium on data governance, seeking to regulate the 

collection and utilization of user data by corporations rigorously [10]. This emphasis on data 

governance underscores the SCS's intersection with the concept of user privacy and potentially 

aims to bolster public trust in an era marked by escalating concerns over data misuse and privacy 

breaches. Interestingly, though, many seem to acknowledge that it is not really like the original  

dang’an system, “where information is available only to bosses and authorized government 

officials”, in contrast, “the SCS aims to make data public, similar to the Obama administration’s 

2013 Open Government Initiative” linking back to recent campaigns we have heard of, but not 

really see implemented well enough in the U.S [10].  

The utilization of AI algorithms and machine learning mechanisms lies at the heart of the 

SCS's data analysis capabilities, enabling it to sift through vast troves of data with unparalleled 

efficiency [11]. By discerning patterns and identifying behavioral trends, these sophisticated 

technologies facilitate the assessment of social credit scores, allowing the system to exert 

influence over various facets of everyday life. In this same system, there have been conversations 

of blockchain technology being used: 

 

A blockchain is essentially a distributed ledger spreading over the whole distributed 

system. With the decentralized consensus, blockchains can enable a transaction to occur 

and be validated in a mutually distrusted distributed system without the intervention of 

the trusted third party. [12] 
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In this system, it essentially means that every stroke of algorithmic output would now be 

stored digitally creating a basis for an unalterable digital ledger [12]. However, the deployment 

of such technologies also raises pertinent questions regarding algorithmic bias and the potential 

for discriminatory outcomes. As Ahmed and Lang (2017) aptly noted, "citizens have yet to grasp 

what the [SCS] is and what its implications in their daily lives may be," highlighting the 

imperative of transparent governance and accountability in algorithmic decision-making 

processes [10]. 

Indeed, the discussion surrounding the China Social Credit System and its underlying 

technologies extends beyond mere technical implementations to encompass broader ethical 

considerations and the potential for human/user bias [11]. While technologies like artificial 

intelligence, the Internet of Things, and surveillance through digital monitoring are integral 

components of the SCS, they also raise pertinent questions about the ethical implications of their 

deployment and the potential for biases to manifest in decision-making processes [13]. 

At its core, the SCS relies on AI algorithms to analyze vast amounts of data collected 

from various sources, including surveillance cameras, social media platforms, and financial 

transactions [14]. These algorithms are designed to identify patterns, predict behavior, and assign 

credit scores based on predefined criteria [14]. However, the inherent biases of the individuals 

involved in designing, training, and deploying these algorithms can inadvertently influence their 

outcomes, leading to discriminatory or unfair practices. The notion of human/user bias is 

particularly salient in the context of the SCS, where subjective judgments and cultural norms 

may shape the interpretation of data and the formulation of credit scores. For instance, 

algorithms trained on historical data may perpetuate existing biases and disparities, leading to 

discriminatory outcomes for certain demographic groups.  
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Moreover, the proliferation of IoT devices within the SCS ecosystem extends its 

surveillance capabilities beyond traditional digital platforms, encompassing physical spaces and 

everyday objects. This ubiquitous monitoring, facilitated by interconnected IoT devices, 

underscores the SCS’s pervasive influence on societal dynamics [13]. However, the expansion of 

surveillance infrastructure also necessitates robust safeguards to prevent misuse and ensure 

compliance with privacy regulations. The policy brief's mention of a joint privacy policy audit of 

Chinese internet services underscores the government's interest in acknowledging the need for 

increasing the protection of personally identifiable information (PII) amidst rising concerns over 

data security and privacy breaches [10]. 

The intersection of technology and ethics underscores the importance of adopting a 

proactive approach to mitigate biases and safeguard individual rights and freedoms [15]. 

Initiatives such as algorithmic auditing, transparency measures, and stakeholder engagement can 

help foster greater accountability and trust in the SCS [5]. Furthermore, interdisciplinary 

collaboration between technologists, ethicists, policymakers, and civil society actors is essential 

to navigate the complex ethical landscape and ensure that technological advancements align with 

democratic values and human rights principles [5]. 

In essence, the SCS serves as a microcosm of the broader societal debate surrounding the 

ethical implications of technological innovation. However, ultimately, it highlights the need in 

general globally for better governance frameworks, ethical guidelines, and participatory 

processes to reconcile competing interests and uphold fundamental rights in an increasingly 

digitized world. The SCS's technological foundations represent a double-edged sword, imbuing 

the system with unprecedented capabilities while also raising future considerations. As society 

grapples with the complexities of technological governance, a nuanced understanding of the 
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SCS's technological underpinnings is imperative to navigate its multifaceted implications for 

governance, society, and individual autonomy. 

Implications for Freedom of Speech and Individual Rights 

For many, still, the China Social Credit System presents a complex tapestry of ethical and 

legal considerations, particularly concerning freedom of speech and individual rights. Amidst its 

technological prowess, the system's potential encroachments on civil liberties warrant vigilant 

scrutiny and robust safeguards to protect fundamental rights. The prospect of critical remarks 

about the government precipitating a decline in one's social credit score raises profound concerns 

regarding the curtailment of dissenting voices and the erosion of public discourse. 

As highlighted in the policy brief, "One area of concern is the social credit system’s 

implications for freedom of speech," underscoring the need for vigilant scrutiny of the system's 

potential encroachments on civil liberties [10]. The integration of internet sites with commentary 

features into the SCS framework raises questions about the stifling of dissenting opinions and the 

imposition of punitive measures for expressing dissent [10]. Moreover, the policy brief's 

reference to blacklists maintained by internet sites for those making "illegal" statements 

underscores the chilling effect on freedom of speech within the digital sphere [10]. 

The SCS emerges as a formidable amalgamation of technological innovation and 

regulatory oversight, poised to redefine governance in the digital age. As society navigates the 

complexities of technological governance, a nuanced understanding of the SCS's implications for 

freedom of speech and individual rights is imperative to safeguard fundamental liberties and 

uphold democratic principles.  

In that sense, this technology utilized by China is not necessarily proprietary and in fact, 

we can see increasing signs of integrating blockchain technology into our very own society. The 
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technological landscape is evolving at a rapid pace, and while the China Social Credit System 

may seem like a distant and foreign concept, its underlying technologies are becoming 

increasingly ubiquitous. The notion of utilizing blockchain technology, often associated with 

cryptocurrencies like Bitcoin, is gaining traction in various sectors worldwide [16]. Blockchain's 

decentralized and transparent nature offers potential solutions to enhance accountability and 

security across diverse domains, ranging from finance to supply chain management [17]. 

While the SCS relies on centralized data repositories and stringent governance 

mechanisms, blockchain technology espouses a decentralized approach, empowering individuals 

with greater control over their data [12]. The integration of blockchain into mainstream discourse 

underscores its growing relevance in addressing contemporary challenges and reimagining 

traditional governance models [12]. It goes to show, that the technology we seem to consider 

extremely dangerous and controlling in an Eastern country seems to already exist and control our 

lives.   

America’s Turn 

From this vantage point, the urgency of the discourse on America's utilization of its own 

social credit system becomes even more pronounced through its most formidable tool: 

censorship. Instances of censorship infiltrate daily life, from the subtle manipulation of social 

media algorithms to the overt suppression of dissenting voices in computational journalism. This 

pervasive censorship extends beyond the physical surveillance we've come to accept, 

highlighting the insidious reach of technologies that not only surveil but also censor individuals 

within the United States on a daily basis.  
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1. Government Use of AI Portal  

The integration of AI and IoT technologies into governmental operations serves as a stark 

reminder of this reality and there are so many that can be mentioned, but for the sake of making a 

point, I will be highlighting a few. The "Government Use of AI" portal, prominently displayed 

on the official government website, presents a comprehensive overview of AI deployment across 

numerous sectors and departments [18]. From the Department of Health and Human Services to 

the Department of Transportation, AI is presented as a solution for improving efficiency and 

service delivery [18]. However, amidst this apparent transparency lies a glaring absence of 

robust privacy regulation at the federal level. 

This absence is not just an oversight; it's a deliberate choice that perpetuates a system of 

unchecked surveillance and censorship. While the government proudly showcases its AI 

initiatives as a testament to progress and efficiency, the same technologies carry negative 

connotations when wielded by individuals, like perhaps, students. Take, for instance, the 

Department of Energy's use of "Machine learning algorithms are being used to analyze large 

datasets" at National Energy Technology Laboratory [19]. While lauded as a technological 

marvel when deployed by the government, similar actions by students utilizing AI for academic 

or personal advancement are often met with suspicion and scrutiny.  

This double standard underscores the inherent bias in our societal approach to 

technology. The government's unchecked use of AI for its own purposes is heralded as progress, 

yet individuals face repercussions for utilizing the same tools for personal or educational gain 

[21]. It's a clear example of censorship in action—where certain uses of technology are 

sanctioned while others are demonized. The existence of the "Government Use of AI" portal 

without accompanying regulations is not just a bureaucratic oversight; it's a tool of censorship 
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wielded by those in power [18]. By controlling the narrative around AI usage and perpetuating a 

culture of fear and suspicion towards individual innovation, the government maintains its grip on 

power while stifling the potential for societal progress. 

In this context, the need for comprehensive privacy regulation becomes not just a matter 

of policy but a moral imperative. The juxtaposition of extensive AI deployment within 

government operations and the absence of regulatory oversight underscores the urgency for 

legislative intervention [21]. According to the Global Privacy Law and DPA Directory, there is 

still “no general federal privacy regulation” in the United States [21]. As the global privacy 

landscape evolves and awareness of data protection grows, the call for reform within the United 

States becomes increasingly urgent. We cannot allow censorship to masquerade as progress any 

longer. It's time to reclaim control over our data, our privacy, and our future. 

2. Computational Journalism 

Another way that the U.S. Government leverages AI and IoT as a form of digital 

governance involves the automation of news dissemination. The significance of this approach 

cannot be overstated, as the dissemination of accurate information is fundamental to the 

preservation of American democracy and the well-being of its citizens. According to the Pew 

Research Center, the media landscape is fraught with challenges that extend beyond fake news or 

propaganda, rooted in systemic flaws [20]. These challenges are exacerbated by human instincts 

such as the “primal quest for success and power”, which are exploited within the fake news 

ecosystem [20]. This exploitation capitalizes on humans' inherent preferences for “comfort, 

convenience, and reinforcement” within echo chambers [20]. 

Nick Diakopoulos's exploration of computational journalism provides insight into the 

ways in which AI and IoT technologies intersect with media production [22]. Diakopoulos 
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delineates computational journalism as the application of algorithms within the journalistic value 

system, encompassing news automation, natural language processing, and data mining [22]. 

Through his analysis, Diakopoulos elucidates the potential of algorithms to enhance news 

production efficiency while raising pertinent questions about their impact on journalistic 

integrity and public discourse [22]. 

However, one of the most significant concerns surrounding computational journalism lies 

in its susceptibility to censorship and control, particularly when wielded by governmental 

entities. The automation of news dissemination through AI-powered algorithms presents 

governments with unprecedented opportunities to shape and manipulate public narratives [22]. 

By controlling the flow of information and curating news content, governments can subtly 

influence public opinion, suppress dissenting voices, and perpetuate their own agendas [6]. 

It's crucial to recognize that this type of influence extends beyond partisan politics; it 

intersects with broader issues of human rights, economic interests, and international relations. 

The manipulation of news content through computational journalism is not merely about 

advancing the agendas of specific political parties but also about exerting control over narratives 

that impact society on a fundamental level. This extends beyond arguments between Republicans 

and Democrats and delves into realms of power dynamics, financial interests, and global 

diplomacy. 

Diakopoulos's examination of news automation, particularly the collaboration between 

the Associated Press and Automated Insights, serves as a poignant example of how 

computational journalism can be leveraged for censorship purposes [22]. While these 

technologies offer efficiency and speed in news production, they also afford governments the 

means to censor or manipulate information dissemination to suit their interests. This form of 
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censorship operates insidiously, often evading public scrutiny and accountability, thereby 

undermining the foundational principles of democracy. 

While computational journalism could hold promises for innovation and efficiency in 

news production, its unchecked implementation by governments poses significant threats to 

democratic values and societal well-being [22]. The potential for censorship and control inherent 

in AI-powered news automation underscores the importance of safeguarding press freedom and 

ensuring transparency and accountability in information dissemination. 

3. Internet Filtering 

Similarly, the U.S. utilizes AI and IoT as a means of implementation of digital 

governance through the concept of internet filtering [23]. This approach, characterized by 

censorship, exerts significant influence over commonplace applications used by the average 

American, such as social media platforms and search engines for obtaining straightforward 

information [23]. 

Lu Wei, Head of the Chinese State Internet Information Office, articulated a poignant 

analogy at Davos 2014, stating, "The Internet is like a car. If it has no brakes, it doesn't matter 

how fast the car is capable of traveling, once it gets on the highway you can imagine what the 

end result will be" [23]. This analogy underscores the pivotal role of internet filtering in 

maintaining control and order within digital spaces, mirroring the strategies employed by 

autocratic regimes worldwide. 

Initially hailed as a harbinger of democratization, the global proliferation of the Internet 

sparked optimism among academics, analysts, and activists alike [23]. The democratizing 

potential of free access to information and the facilitation of political activism through platforms 

like social media appeared promising [23]. However, recent research challenges this optimism, 
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revealing that autocratic governments actively intervene to control online content, stifle dissident 

voices, and propagate state-sponsored narratives. The Chinese executive's remark epitomizes 

state-led efforts to curtail the open exchange of ideas on the internet, a stark departure from the 

envisioned ethos of a free and open cyberspace. 

The implementation of Internet filtering involves the selective restriction or manipulation 

of online content accessible to users within a particular geographical area or jurisdiction. This 

process employs a variety of technologies to achieve its objectives, including but not limited to 

deep packet inspection (DPI), keyword filtering, and blacklisting of websites [24]. Deep packet 

inspection enables authorities to scrutinize the contents of data packets transmitted over 

networks, allowing for the identification and blocking of specific types of content deemed 

undesirable or threatening to national interests [25]. Keyword filtering involves the scanning of 

web traffic for specific words or phrases that are associated with prohibited topics or ideologies, 

with any matches triggering content blocking or redirection mechanisms [25]. Additionally, the 

blacklisting of websites entails compiling lists of URLs deemed unsuitable or objectionable, 

which are then blocked at the network level to prevent access by users [25]. These technologies 

collectively empower governments to exert control over the flow of information on the internet, 

shaping online discourse and influencing societal attitudes and behaviors.  

Moreover, this approach to internet filtering in the U.S. bears resemblance to the concept 

of a social credit system, albeit in a more covert manner. While not as overtly structured as 

China's social credit system, which assigns scores to individuals based on their behavior and 

activities, the subtle manipulation of online content serves as a form of societal conditioning 

[23]. By filtering and shaping the information accessible to citizens, authorities wield significant 

influence over public discourse, effectively steering societal norms and values [23]. 
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Despite the overarching objective of internet censorship, there exists considerable 

variance among autocratic regimes regarding the extent of online content restrictions. For 

instance, while China boasts the most stringent filtering regime, countries like Zimbabwe exhibit 

minimal evidence of internet censorship, as indicated by research conducted by the Open Net 

Initiative (ONI) [23]. This variability underscores the need for a nuanced understanding of the 

political economy of repression within authoritarian contexts. 

Central to this understanding is the recognition that internet restrictions serve as a tool in 

the repressive arsenal of rational autocratic rulers, guided by a cost-benefit calculus [23]. Factors 

such as the availability of economic resources like oil rents (“the difference between the value of 

crude oil production at world prices and total costs of production”), domestic threats to regime 

stability, regime type, oppositional institutionalization, and regional conflicts shape the 

implementation of internet filtering policies [47, 23]. Leveraging quantitative methods such as 

Ordinary Least Squares (OLS) regression, scholars endeavor to discern the intricate interplay 

between these determinants and levels of internet filtering across authoritarian regimes [23]. 

In scrutinizing the political impact of the internet, scholars explore its role as a "liberation 

technology," positing that it fosters democratization processes by democratizing public discourse 

and enhancing opportunities for collective action [23]. The emergence of social media and 

decentralized communication channels has redefined the landscape of political participation, 

enabling organization-less organizing and facilitating the dissemination of dissenting voices. 

OLS regression analysis serves as a potent tool in unraveling the complex dynamics 

underpinning internet filtering and its societal repercussions [23]. By elucidating the 

relationships between variables, this approach sheds light on the algorithmic outputs driving 

internet censorship practices. Ultimately, the widespread implementation of internet filtering 
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curtails collaboration and civic engagement, posing a tangible threat to democratic principles and 

fostering an environment conducive to authoritarian control. Through subtle manipulation of 

online content, the U.S. government tiptoes towards the realms of a social credit system, albeit 

under the guise of safeguarding national interests and security. 

4. Daily Devices 

Finally, another aspect of the government not only censoring but truly embodying the 

notion of digital governance can be seen through daily objects falling under the category of IoT. 

While discussions often revolve around commonplace IoT devices like automated garage 

systems or smart assistants such as Alexas, there exist more extreme and less discussed 

applications permitted by the government. 

The utilization of IoT technologies by the U.S. government represents a quintessential 

manifestation of digital governance, wherein the state leverages advancements in technology to 

assert control over its populace. These seemingly innocuous devices, ranging from RFID-

equipped ID cards to satellite surveillance systems, serve as tools through which the government 

monitors, regulates, and influences various aspects of citizens' lives [26]. In essence, digital 

governance encapsulates the deployment of digital technologies by authorities to exercise 

authority, enforce regulations, and shape societal behavior within the digital realm [26]. 

For instance, other countries have been more proactive or stringent in enacting privacy 

protections compared to the United States. Despite the Privacy Act of 1974, the U.S. lacks a 

dedicated oversight body akin to Canada's Office of the Privacy Commissioner, leaving 

American citizens to seek recourse through the courts regarding privacy concerns [26]. In certain 

American jurisdictions, children are mandated to wear ID cards equipped with radio frequency 

identification (RFID) chips, regulating access within schools, automating attendance tracking, 
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and providing real-time location monitoring [26]. Additionally, some schools, citing concerns 

over childhood obesity, mandate the documentation of students' body mass as part of health 

programs [26]. Commonplace are cameras in classrooms and hallways, with an increasing 

number of schools requiring students to pass through metal detectors [26]. Furthermore, certain 

American schools mandate drug testing for students participating in extracurricular sports [26]. 

Despite the ostensibly benign nature of these technologies, their implementation often 

mirrors Orwellian surveillance tactics, reminiscent of dystopian narratives. Take, for instance, 

the mandatory wearing of RFID-equipped ID cards by schoolchildren, enabling continuous 

tracking of their movements within educational institutions. This not only erodes personal 

privacy but also instills a sense of constant surveillance from a young age, conditioning 

individuals to accept and conform to pervasive monitoring. Similarly, the installation of cameras 

in classrooms and metal detectors at school entrances fosters an atmosphere of suspicion and 

control, mirroring the panopticon model of surveillance wherein individuals internalize the 

notion of being watched, leading to self-regulation of behavior [26]. 

Moreover, the integration of these technologies into everyday objects and systems 

underscores the normalization of surveillance within society. While discussions of draconian 

surveillance measures often evoke images of authoritarian regimes abroad, the subtler 

implementation of similar practices within the U.S. context often flies under the radar [26]. This 

is partly due to the narrative framing by authorities, who justify these measures as necessary for 

security or public safety, thereby obfuscating their true implications for individual freedoms and 

civil liberties. 

Furthermore, the concept of a social credit system, albeit less formalized than its Chinese 

counterpart, permeates various aspects of American life. The collection and analysis of data 
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through IoT devices, surveillance cameras, and communication networks enable the government 

to assess and categorize individuals based on their behavior, interactions, and adherence to 

societal norms [26]. While overt penalties associated with a formal social credit system may be 

absent, implicit surveillance and monitoring serve to incentivize compliance and deter dissent, 

effectively shaping a society where conformity is rewarded and deviation penalized, albeit 

subtly. 

Discussion 

The integration and implementation of surveillance technologies within the U.S. 

exemplify the broader phenomenon of digital governance, wherein the state harnesses 

technological advancements to assert control and influence over its populace. While the methods 

may differ from overtly authoritarian regimes, the underlying principles of surveillance and 

control remain, underscoring the need for vigilance in safeguarding individual freedoms and 

privacy rights in an increasingly digitized world. 

The significance of privacy regulation in the context of AI deployment cannot be 

overstated. As AI systems increasingly rely on vast amounts of data to function effectively, 

concerns surrounding data privacy, security, and individual rights become paramount [5]. The 

absence of comprehensive federal privacy legislation leaves gaps in addressing these critical 

concerns, potentially exposing individuals to privacy risks and undermining trust in AI-driven 

government initiatives. 

Furthermore, the lack of federal privacy regulation complicates the regulatory landscape 

for businesses operating within the United States. In the absence of a unified standard, 

organizations must navigate a patchwork of state laws and regulations, leading to inconsistencies 

and compliance challenges. This fragmented approach not only poses operational burdens but 
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also raises questions about the adequacy of privacy protections afforded to individuals. The 

disparities between the extensive use of AI in government operations and the absence of 

comprehensive privacy regulation underscore the need for proactive legislative action. The 

evolving global privacy landscape, characterized by the proliferation of privacy laws and 

heightened awareness of data protection, further amplifies the urgency for regulatory reform in 

the United States [5]. 

In light of these considerations, policymakers face the imperative to address the 

regulatory gap and establish a comprehensive federal privacy framework that aligns with the 

principles of fairness, transparency, and accountability [5]. Such legislation should encompass 

robust protections for individual privacy rights, clear guidelines for data collection and use, 

mechanisms for enforcement and oversight, and mechanisms for international cooperation to 

address cross-border data flows and privacy challenges. 

Moreover, the development of privacy regulation should involve stakeholder 

engagement, including government agencies, industry representatives, privacy advocates, and the 

public [5]. By fostering collaboration and dialogue, policymakers can ensure that regulatory 

efforts strike an appropriate balance between promoting innovation and safeguarding privacy 

rights. While the proliferation of AI in government services highlights the transformative 

potential of technology, the absence of comprehensive privacy regulation in the United States 

underscores the need for regulatory reform. By addressing this regulatory gap and establishing 

robust privacy protections, policymakers can foster trust, promote responsible AI deployment, 

and uphold fundamental rights in the digital age. 
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Regulations 

Now that we've delved into the realm of technologies, it's imperative to shift our focus 

towards the regulatory landscape. Understanding the intricacies of technological advancements is 

crucial, but equally important is the regulatory framework that governs their implementation and 

usage. The regulatory landscape surrounding AI and IoT technologies encompasses a diverse 

array of policies, laws, and guidelines aimed at ensuring ethical, responsible, and equitable 

deployment. This includes considerations such as data privacy, cybersecurity, algorithmic 

transparency, and interoperability standards. By examining the regulatory frameworks in 

different regions, such as China, the United States, and the European Union, we gain insights 

into the varying approaches taken to address the challenges posed by these emerging 

technologies. Ultimately, a robust regulatory framework is essential for harnessing the potential 

benefits of AI and IoT technologies while mitigating risks and safeguarding individual rights and 

societal values. 

China 

Contrary to common perceptions that often downplay China's role in ethical regulations, 

it's noteworthy that China has made significant strides in establishing robust legal frameworks 

compared to the United States of America. When comparing China's new AI regulations to AI 

regulation in the United States, it is essential to delve into the specific laws and implications of 

each country's approach to AI governance. China has been proactive in introducing a series of 

regulations to address the risks associated with artificial intelligence, such as the Algorithm 

Recommendation Regulation, Deep Synthesis Regulation, Generative AI Regulation, and 

Security Assessment Regulation [27]. These regulations focus on various aspects of AI systems. 
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One key aspect of China's AI regulations is the emphasis on addressing risks related to 

deep fakes and synthetic content, particularly through the Deep Synthesis Regulation [27]. This 

regulation imposes comprehensive obligations on participants involved in deep synthesis 

services, covering cybersecurity, data management, personal information protection, algorithm 

audit, real-name verification, and content moderation [27]. By implementing these regulations, 

China aims to regulate AI-related businesses with a focus on artificial intelligence governance 

and mitigate potential information security risks associated with advanced AI technologies [27]. 

In comparison, the United States does not have a comprehensive federal AI-specific law 

like China's regulations [21]. Instead, AI governance in the U.S. is governed by a combination of 

existing laws related to data protection, cybersecurity, unfair competition, and e-commerce [21]. 

When examining the implications of China's AI regulations in comparison to the U.S., it is 

evident that China's approach emphasizes proactive regulation and compliance obligations on 

entities engaged in AI-related business. The broad coverage and expansive compliance 

obligations of China's regulations highlight the government's commitment to regulating AI 

technologies to ensure data security, privacy protection, and ethical AI development [27]. On the 

other hand, the U.S. regulatory landscape for AI is more fragmented, with a patchwork of laws 

and regulations that may not provide the same level of comprehensive oversight as seen in 

China. 

Thus, China's new AI regulations demonstrate a proactive and comprehensive approach 

to regulating AI technologies, with a focus on addressing risks related to deep fakes, synthetic 

content, and information security. The implications of these regulations underscore the 

importance of compliance and self-evaluation for entities operating in China's AI sector. In 

contrast, the U.S. regulatory environment for AI is characterized by a decentralized approach, 
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with regulations spread across different sectors and agencies. As AI continues to evolve, both 

countries will need to navigate the complexities of AI governance to ensure responsible and 

ethical AI development while balancing innovation and regulatory oversight.  

America 

In stark contrast to the proactive and detailed AI regulations implemented by countries 

like China, the United States has chosen a decentralized approach to AI governance, 

predominantly operating at the state level rather than through a cohesive national strategy. This 

strategic divergence becomes strikingly apparent when examining the Executive Order on the 

Safe, Secure, and Trustworthy Development and Use of Artificial Intelligence in the United 

States alongside China's meticulous regulatory framework, as dissected in the Order [28]. While 

the Executive Order outlines broad principles such as safety, security, responsible innovation, 

and privacy protection, it notably lacks the specificity and comprehensive regulatory structure 

seen in China's AI regulations [28]. This disparity underscores a pivotal distinction in global AI 

governance and necessitates a closer examination of its implications. 

At the state level, however, some initiatives have been undertaken to address related 

concerns, albeit without the comprehensive scope seen in other nations' regulations [29]. States 

like California, Colorado, and Virginia have enacted legislation aimed at safeguarding 

individuals from abusive data practices, ensuring transparency in AI system usage, and 

mitigating algorithmic discrimination [30]. These efforts, while commendable, only scratch the 

surface of what is necessary to address the multifaceted challenges posed by AI technologies. 

The slow approach underscores the urgency for the United States to develop a more 

cohesive and robust national regulatory framework for AI. While states have made strides in 

filling regulatory gaps, the absence of a unified approach at the federal level leaves the country 
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vulnerable to inconsistencies and inefficiencies in AI governance [29]. This decentralized model 

not only complicates enforcement but also risks falling behind global counterparts in addressing 

emerging risks and ensuring responsible AI development and deployment. 

It is imperative to recognize the broader implications of the United States' decentralized 

approach to AI regulation in comparison to other countries. As AI continues to reshape industries 

and societies worldwide, the absence of a cohesive national strategy threatens to undermine the 

country's competitiveness and leadership in AI innovation. Without a unified framework that 

addresses the complexities of AI technologies comprehensively, the United States risks lagging 

behind in harnessing the transformative potential of AI while adequately safeguarding against its 

risks. The decentralized nature of AI regulation in the United States underscores the need for 

urgent action and strategic alignment at both the federal and state levels. It is essential to 

recognize the broader implications of this regulatory approach and the imperative to develop a 

cohesive, forward-thinking framework that ensures responsible AI development while 

maintaining the country's competitive edge in the global AI landscape. 

EU 

In the context of comparing AI regulations across different regions, we have examined 

China's and the U.S.'s approaches to AI governance. Building on this comparison, as a manner of 

simply serving as a stepping stone for future recommendation for the U.S., it is evident that the 

European Union (EU) has made significant strides in AI regulation, arguably surpassing other 

areas globally in terms of promoting a socially acceptable and ethical approach [31]. The EU's 

commitment to responsible AI development and deployment is exemplified through the 

comprehensive laws and regulations outlined in the AI Act. This framework not only addresses 



                                                                         30 

the classification of AI systems based on risk levels but also emphasizes ethical considerations, 

transparency, and accountability in the use of AI technologies [31]. 

The European Union has indeed taken significant steps in AI regulation, emphasizing a 

socially acceptable and ethical approach. The AI Act showcases the EU's commitment to 

ensuring the responsible development and deployment of AI systems [31]. By implementing 

stringent laws and regulations, the EU aims to address various aspects of AI governance, 

including high-risk AI systems, prohibited AI practices, and the governance of General Purpose 

AI (GPAI) models [31]. 

One key aspect of the AI Act is the classification of AI systems based on their risk level. 

As mentioned in the Act, it prohibits certain AI systems that deploy manipulative techniques or 

exploit vulnerabilities related to age, disability, or socio-economic circumstances to distort 

behavior and cause harm [31]. Additionally, it restricts the use of AI systems for biometric 

categorization, social scoring, criminal offense risk assessment based on profiling, and compiling 

facial recognition databases without proper authorization [31]. 

For high-risk AI systems, providers are required to establish risk management systems, 

ensure data governance, and design systems for record-keeping and human oversight [31]. The 

AI Act also mandates the development of technical documentation, instructions for use, and 

quality management systems to ensure compliance with regulations [31]. Furthermore, providers 

of GPAI models, especially those deemed systemic, have additional obligations such as model 

evaluations, adversarial testing, incident tracking, and cybersecurity measures [31].  

The AI Act also emphasizes the importance of governance and oversight. The 

establishment of the AI Office within the Commission is tasked with monitoring compliance and 

investigating systemic risks associated with GPAI models [31]. Downstream providers have the 



                                                                         31 

opportunity to report infringements to the AI Office, ensuring accountability throughout the AI 

value chain [31]. The EU's AI Act represents a comprehensive framework for regulating AI 

systems, with a strong focus on ethics, transparency, and accountability. By setting clear 

guidelines for high-risk AI systems, prohibiting harmful practices, and promoting responsible AI 

development, the EU is leading the way in establishing a regulatory environment that prioritizes 

societal well-being and ethical considerations in the deployment of AI technologies. 

Hazards 

The notion that there exists a vast array of technologies being utilized against citizens 

without their knowledge or consent is deeply troubling and raises fundamental questions about 

transparency, accountability, and the balance between national security interests and individual 

rights. In an era characterized by pervasive digital connectivity and data-driven decision-making, 

the potential for overreach and abuse of power looms large, necessitating robust safeguards and 

oversight mechanisms to protect against misuse [32]. 

The lack of transparency surrounding covert surveillance activities undermines public 

trust in government institutions and erodes the democratic principles of accountability and 

oversight. Without adequate mechanisms for disclosure and accountability, citizens are left 

vulnerable to potential abuses of power, arbitrary intrusions into their privacy, and unjust 

targeting based on algorithmic biases or discriminatory practices [32]. Moreover, the asymmetry 

of power between government agencies and individual citizens exacerbates concerns about the 

erosion of privacy rights and civil liberties. In the absence of meaningful recourse or avenues for 

redress, individuals may feel powerless to challenge government surveillance practices or hold 

authorities accountable for breaches of privacy. 
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The implications of undisclosed surveillance extend beyond individual privacy concerns 

to broader societal implications, including the chilling effect on free speech, dissent, and political 

activism. The knowledge that one's actions and communications may be subject to surveillance 

can have a chilling effect on civic engagement and democratic participation, stifling open 

discourse and inhibiting the free exchange of ideas. Furthermore, the lack of transparency 

surrounding covert surveillance activities undermines democratic principles of transparency, 

accountability, and the rule of law. In a democratic society, government actions should be 

subject to public scrutiny, oversight, and accountability mechanisms to ensure they align with 

constitutional principles and respect fundamental rights. 

While the disclosure of some AI technologies used by the United States government 

provides insight into its technological capabilities, it also raises broader concerns about 

undisclosed surveillance activities and potential infringements on individual privacy and civil 

liberties [32]. To safeguard against abuses of power and uphold democratic principles, there is an 

urgent need for greater transparency, accountability, and oversight of government surveillance 

practices [32]. Only through meaningful dialogue, public engagement, and proactive regulatory 

measures can we ensure that technological advancements are deployed in a manner that respects 

and protects fundamental rights in the digital age. 

While, enhanced security measures may promise to bolster national defense and public 

safety, unchecked data accumulation poses significant risks to individual privacy and civil 

liberties [32]. Balancing these competing interests is imperative in fostering a responsible and 

ethical approach to governance. The excuse of protecting national interests can easily be used to 

cover the tracks of big governments when they spy on people across the globe for “security 

purposes”. It’s seen as morally okay to dive into another country’s citizens and probe their digital 
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life into their physical life to ensure safety. However, the average person isn’t able to 

acknowledge that this exact thing happens to Americans every single day. We are probed 

digitally which extends into our physical lives, whether it be with a light bulb or our garage 

system.  

III. Data Analysis 

Survey: 

A survey conducted at the University of Tennessee at Chattanooga yielded insights into 

perceptions and usage patterns of AI and IoT technologies. Analysis of survey responses 

enhances understanding of public awareness and engagement with these technologies.  

 As part of my thesis efforts to delve into the perceptions, usage patterns, and awareness 

levels regarding Artificial Intelligence and the Internet of Things, I found it imperative to survey 

individuals within the institution I belong to. This endeavor aimed to provide a rough generalized 

idea of what people within our community are thinking regarding these transformative 

technologies. It's important to note that these survey results are not meant to be conclusive of 

broader trends but rather serve as foundational building blocks from where I stand. By 

understanding the viewpoints and behaviors of our immediate community members, we can 

better tailor educational, technological, and policy initiatives to address their needs and concerns. 

In the context of higher education, where the cultivation of future professionals and 

leaders is paramount, it is essential to gauge the comprehension and engagement of students with 

these cutting-edge technologies. This background section aims to elucidate the rationale behind 
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the survey questions employed and their relevance to the overarching theme of fostering a 

profound connection to education or the potential lack thereof. 

 

Rapid Technological Advancements and Education: 

 

The digital revolution has ushered in a new era characterized by unprecedented technological 

advancements, reshaping various facets of human life, including education. Educational 

institutions worldwide are challenged to adapt their curricula and teaching methodologies to 

equip students with the skills and knowledge required to thrive in this rapidly evolving 

landscape. AI and IoT stand at the forefront of these innovations, offering immense potential to 

revolutionize learning experiences, streamline administrative processes, and enhance academic 

outcomes. 

 

The Significance of Understanding Student Perspectives: 

 

Students, particularly those enrolled in fields related to technology such as Computer Science, 

are positioned at the nexus of technological adoption and innovation. Their perceptions, 

attitudes, and usage patterns regarding AI and IoT not only reflect the current state of 

technological integration within educational contexts but also offer invaluable insights into the 

future trajectory of these technologies in academia and beyond. Understanding how students 

conceptualize AI and IoT, their utilization of related technologies in daily activities, and their 

awareness of associated laws and regulations provides a nuanced understanding of the evolving 

relationship between education and technology. 
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Rationale for Survey Questions 

 

Please see Appendix B for Survey.  

 

The survey comprises a series of targeted questions designed to probe various dimensions of 

students' interactions with AI and IoT within the context of their academic environment.These 

questions were crafted to elicit responses that shed light on the following key areas: 

 

Firstly, by discerning the proportion of students enrolled in Computer Science programs, 

the survey aims to gauge the prevalence of individuals likely to possess foundational knowledge 

or interest in AI and IoT. Next, the survey seeked to elucidate students' conceptualizations of AI 

and IoT, offering insights into their comprehension of these complex technological domains and 

their implications. From there, understanding whether students actively utilize AI and IoT 

technologies in their daily activities provides valuable information regarding the integration of 

these technologies into their lives beyond the academic realm. Which is why, delineating the 

specific AI and IoT technologies employed by students in the past week, the survey delved 

deeper into the practical applications and functionalities that resonate with them. Furthermore, 

assessing students' awareness of existing laws and regulations pertaining to AI and their 

receptiveness to recent policy developments, such as executive orders, offers insights into their 

engagement with broader socio-legal aspects of technological innovation. Finally, the survey 

explored students' openness to altering their usage patterns of AI and IoT technologies, providing 

indications of their adaptability and receptiveness to evolving technological trends. 
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By elucidating students' perceptions, behaviors, and awareness levels regarding AI and 

IoT, this survey endeavors to forge a deeper understanding of the intersection between 

technology and education. Insights gleaned from the survey findings can inform educational 

policymakers, curriculum developers, and institutional stakeholders in crafting strategies to 

harness the transformative potential of AI and IoT while addressing potential challenges or gaps 

in technological literacy. Ultimately, fostering an outstanding connection to education entails 

equipping students with the knowledge, skills, and critical perspectives necessary to navigate and 

shape the technological landscape of the future. 

Analysis  

Therefore, I present a very minute analysis of the survey responses received and what 

their implications mean on a broader scale in connection to my topic: 

 

 

The low representation of Computer Science students among respondents (4 out of 27) can raise 

questions about the enrollment trends within computing disciplines at our university. While this 

statistic alone cannot provide a comprehensive understanding of enrollment patterns, it suggests 

the need for further investigation. Possible implications could include the design of targeted 
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recruitment efforts, the enhancement of support structures for computing students, or the 

integration of computing concepts into broader educational curricula to foster interdisciplinary 

learning. 

 

 

 

The prevalent understanding of AI as "machines/systems that can perform tasks requiring human 

intelligence" and IoT as "a network of interconnected devices sharing data" or "the extension of 

internet connectivity into physical objects" reflects a foundational grasp of these concepts among 

respondents. However, the significant portion of respondents expressing uncertainty about these 

definitions underscores the importance of clarifying and disseminating knowledge about AI and 

IoT. Educational initiatives could focus on providing accessible explanations, real-world 
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examples, and hands-on experiences to deepen understanding and foster informed decision-

making regarding the adoption and utilization of these technologies. 
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An intriguing finding is the widespread usage of specific AI technologies among respondents. 

For instance, ChatGPT, a conversational AI model, emerged as one of the most commonly used 

AI technologies, with 14 out of the 27 respondents reporting its usage in the past week. 

Moreover, out of the 27 respondents, 25 individuals indicated using their phones daily, 

highlighting the ubiquitous nature of IoT devices in our daily lives. However, it's noteworthy that 

one respondent stated they do not use any IoT devices at all, despite the survey being conducted 

online, implying some degree of unawareness or misunderstanding regarding IoT technologies. 
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This discrepancy underscores the broader implications of limited awareness and knowledge 

concerning the terminology and technologies that surround us daily, suggesting a need for 

enhanced education and outreach efforts to bridge these gaps. 

 

The openness among respondents to changing their usage patterns regarding AI or IoT presents 

opportunities for interventions aimed at fostering innovation and technological adoption. Out of 

the 27 respondents, 10 individuals expressed a willingness to change their response regarding 

usage patterns, indicating a receptiveness to exploring new technologies or adjusting their 

behaviors in response to emerging trends. Understanding the factors influencing individuals' 

readiness to adapt can inform strategies to facilitate smoother transitions, address concerns, and 

capitalize on emerging opportunities in the realm of AI and IoT. 
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The awareness demonstrated by respondents regarding laws or regulations pertaining to AI 

underscores a recognition of the legal and ethical considerations surrounding these technologies. 

Out of the 27 respondents, 13 individuals reported being aware of recent laws or regulations 

related to AI, indicating a degree of engagement with the broader societal implications of AI 

deployment. However, the varied levels of awareness highlight the need for ongoing education 

and communication efforts to ensure that individuals are well-informed about their rights, 

responsibilities, and the potential impact of AI technologies on society. 

 

The limited awareness of specific governmental actions, such as the new Executive Order for AI, 

suggests a potential gap in disseminating information about policy initiatives within our 

community. Out of the 27 respondents, only 6 individuals reported being aware of the new 
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Executive Order for AI, indicating a need for improved communication channels and enhanced 

access to relevant information regarding governmental decisions and regulatory developments. 

By fostering greater transparency and engagement, stakeholders can ensure that community 

members are actively involved in shaping the regulatory landscape and advocating for policies 

that reflect their interests and values. 

 

Conclusion: 

The survey results offer valuable insights into the perceptions, usage patterns, and 

awareness levels regarding AI and IoT among university students in Chattanooga, TN. While not 

conclusive of broader trends, these findings serve as foundational pillars for further exploration 

and action. By leveraging these insights, stakeholders can develop targeted interventions, 

educational programs, and policy initiatives to promote responsible innovation, enhance 

technological literacy, and foster inclusive participation in the ongoing digital transformation. 

Moving forward, it is essential to continue building upon these findings through collaborative 

efforts that empower individuals and communities to navigate the complex landscape of AI and 

IoT with confidence and foresight. 
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IV. Recommendations:  

Expanding Recommendations for Future AI and IoT Policy Development: 

In navigating the complex landscape of AI and IoT integration, it is imperative to 

formulate practical recommendations that address the multifaceted challenges and opportunities 

inherent in these technologies. Building upon existing initiatives such as the AI executive order 

by Joe Biden and the innovative approaches undertaken by organizations, future policy directives 

should prioritize specificity, accountability, and actionable language to effectively regulate AI 

and IoT deployments. 

The imperative to enhance specificity in regulatory language stems from the recognition 

of the inadequacies inherent in the utilization of vague terminology within current regulatory 

frameworks. The ambiguity surrounding terms like "trustworthy" and "safe" hampers effective 

enforcement and accountability, leaving room for interpretation and exploitation. To rectify this 

deficiency, future regulations must embrace explicitly detailed language that offers precise 

standards and expectations, thereby bolstering the integrity and efficacy of regulatory measures. 

Inspired by the meticulous approach taken by Oak Ridge National Laboratory's AI 

initiative, policymakers should prioritize the incorporation of specific definitions and operational 

guidelines into regulatory frameworks [33]. By delineating concepts such as "trustworthy" 

through granular guidelines like “validation and verification”, “uncertainty quantification”, and 

“causal reasoning”, regulators can provide clarity and coherence in the application of regulatory 

standards [33]. 

For example, the incorporation of Uncertainty Quantification (UQ) into regulatory 

discourse offers a tangible mechanism for addressing the inherent variability and probabilistic 
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nature of AI systems [34]. By requiring AI developers to quantify, characterize, and manage 

uncertainty in their computational models and real-world applications, regulators can establish 

concrete criteria for assessing the reliability and robustness of AI technologies [34]. This entails 

implementing rigorous validation and verification processes to ensure that AI systems operate 

within defined thresholds of uncertainty, thereby enhancing predictability and risk management 

[34]. 

Furthermore, regulatory frameworks should mandate the incorporation of uncertainty 

quantification techniques into AI development pipelines, encompassing methodologies such as 

probabilistic modeling, sensitivity analysis, and uncertainty propagation. By integrating 

uncertainty quantification as a core component of AI development practices, developers can 

systematically identify and mitigate sources of uncertainty, enhancing the overall reliability and 

trustworthiness of AI systems [33]. 

In addition to uncertainty quantification, regulators should emphasize the importance of 

causal reasoning in AI development and deployment. Causal reasoning frameworks enable 

stakeholders to discern causal relationships between inputs, outputs, and intervening variables 

within AI systems, facilitating a deeper understanding of system behavior and potential 

implications [35]. By requiring AI developers to incorporate causal reasoning mechanisms into 

their algorithms and decision-making processes, regulators can promote transparency, 

accountability, and interpretability in AI-driven systems. 
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Practical Recommendations for Ethical Guidelines in AI and IoT Deployment: 

In addressing the ethical dimensions of AI and IoT deployment, it's imperative to move 

beyond vague terms like "ethical guidelines" towards concrete actions that establish clear 

standards and expectations. One pivotal recommendation is the promotion of cultural and cross-

national engagement. For example, in crafting guidelines for AI and IoT deployment, 

understanding cultural nuances regarding data privacy is paramount. In some cultures, individual 

privacy may be highly valued, while in others, communal data sharing may be more accepted. 

By fostering dialogues that span different cultural and national contexts, common ethical 

principles can be identified while respecting the diversity of perspectives. 

Collaboration with international organizations, academic institutions, and industry 

stakeholders is equally vital. For instance, initiatives like the Global Partnership on AI (GPAI), 

which includes member countries such as Canada, France, Germany, India, Japan, the United 

Kingdom, and the United States, bring together diverse stakeholders to develop guidelines for 

responsible AI development and deployment [36]. By pooling expertise and experiences, ethical 

standards can be harmonized and best practices shared across borders, ensuring a more consistent 

approach to AI and IoT governance. 

Defining and exploring ethical terms specific to AI and IoT is another critical 

recommendation. For example, interdisciplinary research efforts involving ethicists, legal 

experts, technologists, and diverse communities can provide clarity on concepts like privacy 

protection and transparency. Projects such as the European Union's AI4EU initiative aim to 

foster collaboration between experts from different disciplines to address ethical concerns in AI 

development [37]. Through such initiatives, the depth and implications of ethical terms can be 

thoroughly examined, laying the groundwork for effective guidelines. 
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Privacy-preserving technologies should be prioritized to mitigate risks associated with 

data processing in AI and IoT systems. For instance, initiatives like Apple's use of differential 

privacy in its iOS operating system demonstrate how attempts can be publicly made for privacy 

to be preserved while still extracting valuable insights from data [38]. By implementing 

techniques like federated learning, which allows model training across multiple decentralized 

datasets without sharing raw data, privacy concerns can be addressed while still enabling 

innovation. 

Transparency and accountability measures are essential for building trust in AI-driven 

systems. Mandating algorithmic explainability and auditability ensures that decision-making 

processes are understandable and accountable. For example, the EU's General Data Protection 

Regulation (GDPR) includes provisions for algorithmic transparency and the right to 

explanation, empowering individuals to understand and challenge automated decisions that affect 

them [39]. By implementing similar regulations globally, transparency and accountability can be 

standardized, fostering trust in AI and IoT systems. 

Advocating for interoperability standards is crucial for facilitating seamless data 

exchange and integration across diverse IoT devices and platforms. Initiatives like the Open 

Connectivity Foundation develop open standards for IoT interoperability, enabling different 

devices to communicate with each other regardless of manufacturer [40]. By promoting 

interoperability, compatibility, and vendor neutrality, these standards facilitate innovation while 

ensuring that users are not locked into proprietary ecosystems. 

Ethics education and training programs play a pivotal role in cultivating ethical 

awareness and decision-making skills among stakeholders. For instance, universities and 

professional organizations can offer courses and certifications in AI ethics, equipping 
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practitioners with the knowledge and tools to navigate ethical challenges. By integrating ethics 

into AI and IoT curricula and providing practical guidance through workshops and seminars, a 

culture of responsible innovation can be fostered, ensuring that ethical considerations are central 

to technological development and deployment. 

Stakeholder engagement and public consultation are essential for ensuring that ethical 

guidelines reflect the concerns and priorities of diverse communities. Involving civil society 

organizations and marginalized groups in policy making processes promotes inclusivity and 

representation. For example, the Algorithmic Justice League, founded by Joy Buolamwini, 

advocates for accountability and transparency in AI decision-making, particularly regarding 

issues of bias and discrimination [41]. By incorporating diverse perspectives and feedback into 

policymaking, ethical guidelines can better address the needs and values of society as a whole. 

Continuous evaluation and adaptation of ethical guidelines are necessary to keep pace 

with technological advancements and evolving ethical challenges. Regulatory bodies and 

organizations must foster a culture of ethical reflection and reflexivity, encouraging iterative 

improvements. For instance, the IEEE Global Initiative for Ethical Considerations in Artificial 

Intelligence and Autonomous Systems provides a framework for continuous ethical assessment 

and refinement, helping stakeholders stay abreast of emerging ethical issues and technological 

developments [42]. By embracing these practical recommendations and leveraging specific 

examples, policymakers can navigate the ethical complexities of AI and IoT deployments with 

clarity and accountability, ensuring that these technologies serve the common good while 

upholding fundamental ethical principles. 
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Addressing Implementation Challenges: 

Addressing implementation challenges in AI and IoT policies demands a proactive 

approach that anticipates and tackles barriers at multiple levels. One critical strategy lies in 

technological advancements and research investment. Policymakers should allocate significant 

funding toward Research and Development (R&D) initiatives to propel AI and IoT technologies 

forward [43]. For instance, countries like South Korea have established dedicated R&D centers, 

such as the Korea Institute of Science and Technology (KIST), to conduct cutting-edge research 

in AI and IoT [44]. This investment is vital for addressing emerging challenges such as 

algorithmic bias and cybersecurity vulnerabilities. By funding research centers and grant 

programs, policymakers can incentivize interdisciplinary collaboration and accelerate the 

development of innovative solutions. 

Interdisciplinary collaboration and expert engagement are indispensable for developing 

comprehensive regulatory frameworks that are both effective and contextually relevant. 

Policymakers must foster collaboration between technologists, ethicists, legal experts, and 

stakeholders to ensure that regulatory interventions are well-informed and ethically sound. For 

example, the Partnership on AI brings together stakeholders from academia, industry, and civil 

society to collaborate on AI research and policy development. By convening multi-stakeholder 

forums and advisory panels, policymakers can solicit diverse perspectives and co-create 

actionable solutions. This engagement process helps identify potential blind spots and ensures 

that regulatory decisions are grounded in robust evidence and real-world insights. 

Cultural and organizational change management is paramount for overcoming resistance 

to AI and IoT policy implementation within governmental agencies and organizations. 

Policymakers should prioritize change management strategies that foster a culture of innovation, 
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accountability, and continuous improvement. For instance, the UK government's Office for AI 

has launched initiatives such as the AI Skills and Talent Fund to upskill public sector workers in 

AI-related disciplines [45]. Training programs, capacity-building initiatives, and awareness 

campaigns can empower stakeholders to embrace technological advancements and adapt to new 

regulatory requirements. By promoting transparency, collaboration, and adaptability, 

policymakers can mitigate resistance and foster buy-in across organizational hierarchies. 

Transparent and inclusive decision-making processes are essential for building public 

trust and legitimacy in AI and IoT governance. Policymakers should adopt participatory 

approaches that prioritize stakeholder engagement and accountability mechanisms. Open forums, 

public hearings, and online platforms can facilitate feedback and input from diverse stakeholders, 

ensuring that regulatory interventions reflect societal values and concerns. For example, the 

European Commission's High-Level Expert Group on AI has conducted public consultations to 

gather input on its AI ethics guidelines [46]. Transparent communication channels and accessible 

information resources enhance public understanding and facilitate meaningful participation in 

policy development and implementation. 

Leveraging regulatory harmonization and international cooperation is crucial given the 

global nature of AI and IoT technologies. Policymakers should prioritize efforts to streamline 

compliance and enhance regulatory coherence across jurisdictions. For instance, the EU's 

General Data Protection Regulation (GDPR) has set a global standard for data protection, 

influencing regulations worldwide [39]. Participating in international forums, agreements, and 

standards-setting bodies can facilitate knowledge sharing and alignment of regulatory 

frameworks. By leveraging existing mechanisms and fostering cross-border collaborations, 
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policymakers can reduce regulatory fragmentation, promote interoperability, and reduce 

compliance costs in the global digital economy. 

In summary, addressing implementation challenges in AI and IoT policies necessitates a 

multifaceted approach that encompasses technological innovation, interdisciplinary 

collaboration, cultural change management, transparent decision-making processes, and 

international cooperation. By adopting these strategies and referencing specific examples, 

policymakers can effectively implement robust policies that safeguard public interests, promote 

innovation, and ensure responsible technological development. 
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V. Conclusion 

In conclusion, the future trajectory of AI and IoT policy development rests heavily upon 

the adoption of specific, actionable language that distinctly outlines clear standards and 

expectations. This imperative arises from the pressing need to mitigate the ethical complexities 

inherent in the integration of AI and IoT technologies into various facets of society. By 

prioritizing foundational pillars such as privacy, transparency, and interoperability, policymakers 

can pave the way for a more ethical and responsible deployment of these transformative 

technologies. 

The emphasis on privacy underscores the importance of safeguarding individuals' rights 

and personal data in the digital age. Robust privacy measures not only protect individuals from 

potential harm but also foster trust and confidence in AI and IoT systems. Transparency, on the 

other hand, serves as a cornerstone for accountability and legitimacy. By mandating transparency 

in decision-making processes and algorithmic operations, policymakers can ensure that AI and 

IoT systems are accountable to both regulatory standards and societal expectations. 

Moreover, prioritizing interoperability is essential for fostering innovation and preventing 

fragmentation within the AI and IoT ecosystem. Standardized interoperability protocols enable 

seamless data exchange and integration across diverse devices and platforms, thereby promoting 

efficiency and scalability while reducing barriers to entry for new entrants and startups. 

However, realizing these objectives is not without its challenges. Addressing implementation 

hurdles, such as technological limitations, organizational resistance, and regulatory complexities, 

requires concerted effort and innovative solutions. Policymakers must proactively engage in 

interdisciplinary collaboration, cultivate a culture of innovation and adaptability, and leverage 
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international cooperation to harmonize regulatory frameworks and streamline compliance efforts 

across borders. 

Ultimately, by navigating these challenges and steadfastly adhering to ethical principles, 

policymakers can steer the trajectory of AI and IoT deployment towards a future that prioritizes 

societal well-being, fosters innovation, and upholds fundamental rights and values. The proactive 

adoption of specific, actionable language in policy formulation will serve as a guiding beacon, 

ensuring that AI and IoT technologies are harnessed for the collective good while safeguarding 

the interests and dignity of individuals and communities alike. 

Summary of Research Findings 

This study has delved into a range of critical aspects surrounding the integration of AI 

and IoT technologies within governmental frameworks, drawing on various examples and 

regulations from around the world. One significant focal point was the examination of the China 

Social Credit System, which served as a foundational case study for understanding the 

implications of extensive AI and IoT deployment on governance and societal norms. This system 

provided insights into the potential for these technologies to be utilized for social control and 

surveillance, sparking discussions on ethical considerations and the balance between security and 

individual freedoms. 

Furthermore, the study explored the landscape of AI and IoT implementation in the 

United States, highlighting initiatives such as the development of websites for AI usage in 

government operations. Additionally, the role of computational journalism in media censorship 

and the impact of internet filtering mechanisms were discussed, shedding light on the intricate 

interplay between technology, regulation, and freedom of information. IoT items were also 

examined as potential tools for governmental control, illustrating how interconnected devices can 
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be leveraged to monitor and influence citizens' behavior. By scrutinizing existing regulations in 

China, the United States, and the European Union, the study provided insights into diverse 

approaches to governing AI and IoT technologies, ranging from authoritarian oversight to more 

liberal regulatory frameworks. 

In synthesizing these findings, it becomes evident that prioritizing privacy, transparency, 

and interoperability is paramount in shaping responsible digital governance practices. These 

principles serve as foundational pillars for ensuring that AI and IoT technologies are deployed 

ethically and in a manner that upholds individual rights and societal values. By embracing these 

key principles, policymakers can navigate the complex landscape of AI and IoT integration with 

foresight, accountability, and a commitment to safeguarding public interests. This nuanced 

understanding of the challenges and opportunities inherent in the integration of AI and IoT 

technologies within governmental frameworks lays the groundwork for informed decision-

making and the development of robust regulatory frameworks that promote innovation while 

protecting fundamental rights and freedoms. 

Limitations of the Study 

Acknowledging the study's limitations is crucial for providing a nuanced interpretation of 

the research findings and contextualizing the scope of the study within the broader landscape of 

technological and regulatory developments. One key limitation lies in the evolutionary nature of 

technology, particularly in the realms of AI and IoT. The rapid pace of technological innovation 

poses inherent challenges to conducting comprehensive and up-to-date research, as new 

applications, ethical dilemmas, and regulatory considerations may emerge over time, potentially 

rendering certain aspects of the study's findings outdated or incomplete. 
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Furthermore, the study was conducted within the constraints of academic timelines, with 

a limited duration of two semesters. This restricted timeframe may have imposed limitations on 

the depth and breadth of the research conducted. While efforts were made to delve into the 

complexities of the topic, the study may not encompass the entirety of the subject matter or 

capture all relevant perspectives. The vastness and multidimensionality of the AI and IoT 

landscape present challenges in synthesizing diverse perspectives, regulatory frameworks, and 

case studies. Given the breadth of the topic, the study may not have comprehensively addressed 

all relevant aspects or explored every potential context or application of AI and IoT technologies. 

Additionally, AI and IoT governance exhibit significant cross-national variations, influenced by 

cultural, legal, and socio-economic factors. While efforts were made to consider international 

regulations and case studies, the study may not fully capture the nuances of regulatory 

approaches and contextual variations across different jurisdictions. 

Moreover, the interdisciplinary nature of AI and IoT governance, spanning technology, 

law, ethics, economics, and public policy, introduces inherent complexity to the subject matter. 

Navigating this complexity and synthesizing diverse perspectives within the confines of a single 

study poses inherent challenges and may necessitate trade-offs in terms of depth versus breadth 

of analysis. Finally, due to the specific context and sample population targeted in the study (e.g., 

students at a university in Chattanooga, TN), the generalizability of findings to broader 

populations or contexts may be limited. While the insights gleaned from the study offer valuable 

contributions to the existing literature, caution should be exercised in extrapolating findings 

beyond the study's specific context. 

In summary, while the study contributes valuable insights to the understanding of AI and 

IoT governance, it is essential to recognize and acknowledge its limitations. Future research 
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endeavors should aim to address these limitations by adopting interdisciplinary approaches, 

engaging diverse stakeholders, and incorporating longitudinal perspectives to capture the 

dynamic and evolving nature of technology and regulation. 

Future Research Directions 

Prospective research endeavors in the field of AI and IoT governance should remain 

adaptive to emerging technological and governance challenges. Exploring novel avenues, such as 

the impact of quantum computing on data security, promises to enrich our understanding of AI 

and IoT dynamics in the public sector. Additionally, investigating the implications of emerging 

technologies like edge computing and blockchain on AI and IoT governance frameworks can 

offer valuable insights into mitigating risks and maximizing opportunities in digital governance 

ecosystems. Furthermore, longitudinal studies tracking the evolution of regulatory frameworks 

and technological innovations over time can provide valuable perspectives on the effectiveness 

and adaptability of AI and IoT governance strategies. 

Contribution to the Field 

By providing practical insights and recommendations, this research aims to empower 

policymakers, industry stakeholders, and citizens alike in navigating the complexities of AI and 

IoT integration in government operations. Through rigorous analysis and evidence-based 

recommendations, this research seeks to foster informed decision-making and responsible 

innovation in the public sector. By addressing key challenges and opportunities in AI and IoT 

governance, this research contributes to the advancement of best practices and ethical standards 

in digital governance, ultimately enhancing trust, transparency, and accountability in the use of 

emerging technologies for the public good. 



                                                                         57 

References 

[1] “Moore’s Law,” Intel. 

https://www.intel.com/content/www/us/en/newsroom/resources/moores-law.html#gs.6ce7qf 

[2] C. O’neil, Weapons of Math Destruction : How Big Data Increases Inequality and Threatens 

Democracy. New York: Crown, 2016. 

[3] F. Pasquale, “The Black Box Society,” Harvard University Press, Jan. 2015, doi: 

https://doi.org/10.4159/harvard.9780674736061. 

[4] J. Metcalf and K. Crawford, “Where are human subjects in Big Data research? The emerging 

ethics divide,” Big Data & Society, vol. 3, no. 1, p. 205395171665021, Jan. 2016, doi: 

https://doi.org/10.1177/2053951716650211. 

[5] Y. Jernite et al., “Data Governance in the Age of Large-Scale Data-Driven Language 

Technology,” 2022 ACM Conference on Fairness, Accountability, and Transparency, Jun. 2022, 

doi: https://doi.org/10.1145/3531146.3534637. 

[6] E. Finn, What Algorithms Want : Imagination in the age of computing. MIT Press, 2018. 

[7] J. Brown, “China’s Social Credit System: A Case Study in Misinformation | ORIAS,” 

orias.berkeley.edu. https://orias.berkeley.edu/resources-teachers/orias-speakers-bureau/chinas-

social-credit-system-case-study-misinformation 

[8] C. Lowne, “Big Brother | fictional character,” Encyclopædia Britannica. 2019. Available: 

https://www.britannica.com/topic/Big-Brother-fictional-character 

https://www.intel.com/content/www/us/en/newsroom/resources/moores-law.html#gs.6ce7qf


                                                                         58 

[9] R. Benjamin, Viral Justice. Princeton University Press, 2022. 

[10] M. Chorzempa, P. Triolo, and S. Sacks, “POLICY BRIEF 18-14 China’s Social Credit 

System: A Mark of Progress or a Threat to Privacy?,” 2018. Available: 

https://www.piie.com/sites/default/files/documents/pb18-14.pdf 

[11] J. Reilly, M. Lyu, and M. Robertson, “China’s Social Credit System: Speculation vs. 

Reality,” thediplomat.com, Mar. 30, 2021. https://thediplomat.com/2021/03/chinas-social-credit-

system-speculation-vs-reality/ 

[12] H.-N. Dai, Z. Zheng, and Y. Zhang, “Blockchain for Internet of Things: A Survey,” IEEE 

Internet of Things Journal, vol. 6, no. 5, pp. 1–1, 2019, doi: 

https://doi.org/10.1109/jiot.2019.2920987. 

[13] H. R. Kirk, K. Lee, and C. Micallef, “The Nuances of Confucianism in Technology Policy: 

an Inquiry into the Interaction Between Cultural and Political Systems in Chinese Digital 

Ethics,” International Journal of Politics, Culture, and Society, Aug. 2020, doi: 

https://doi.org/10.1007/s10767-020-09370-8. 

[14] M. Jiang and K.-W. Fu, “Chinese Social Media and Big Data: Big Data, Big Brother, Big 

Profit?,” Policy & Internet, vol. 10, no. 4, pp. 372–392, Dec. 2018, doi: 

https://doi.org/10.1002/poi3.187. 

[15] N. Wright, “How Artificial Intelligence Will Reshape the Global Order,” Foreign Affairs, 

Jul. 10, 2018. https://www.foreignaffairs.com/articles/world/2018-07-10/how-artificial-

intelligence-will-reshape-global-order 



                                                                         59 

[16] A. Narayanan, J. Bonneau, E. Felten, A. Miller, and S. Goldfeder, “Bitcoin and 

Cryptocurrency Technologies Introduction to the book,” 2016. Available: 

https://d28rh4a8wq0iu5.cloudfront.net/bitcointech/readings/princeton_bitcoin_book.pdf 

[17] J. Bonneau, A. Miller, J. Clark, A. Narayanan, J. A. Kroll, and E. W. Felten, “SoK: 

Research Perspectives and Challenges for Bitcoin and Cryptocurrencies,” 2015 IEEE Symposium 

on Security and Privacy, May 2015, doi: https://doi.org/10.1109/sp.2015.14. 

[18] “Government Use of AI,” AI.gov. https://ai.gov/ai-use-cases/ 

[19] Department of Energy, “Department of Energy,” Energy.gov, 2018. 

https://www.energy.gov/ 

[20] J. Anderson and L. Rainie, “The Future of Truth and Misinformation Online,” Pew 

Research Center, Oct. 19, 2017. https://www.pewresearch.org/internet/2017/10/19/the-future-of-

truth-and-misinformation-online/ 

[21] “Global Privacy Law and DPA Directory ,” International Association of Privacy 

Professionals. https://iapp.org/resources/global-privacy-directory/ 

[22] N. Diakopoulos, Automating the news : how algorithms are rewriting the media. 

Cambridge, Massachusetts: Harvard University Press, 2019. 

[23] S. Hellmeier, “The Dictator’s Digital Toolkit: Explaining Variation in Internet Filtering in 

Authoritarian Regimes,” Politics & Policy, vol. 44, no. 6, pp. 1158–1191, Dec. 2016, doi: 

https://doi.org/10.1111/polp.12189. 

[24] P. Winter, “Measuring and circumventing Internet censorship,” 2014. Available: 

https://www.diva-portal.org/smash/get/diva2:758124/FULLTEXT01.pdf 



                                                                         60 

[25] V. Ververis, G. Kargiotakis, A. Filastò, B. Fabian, and Afentoulis Alexandros, 

“Understanding Internet Censorship Policy: The Case of Greece,” ResearchGate, Jan. 2015. 

[26] D. Lyon, C. J. Bennett, V. M. Steeves, and K. D. Haggerty, Transparent lives : surveillance 

in Canada. Edmonton, Ab: Au Press, Athabasca University, 2014. 

[27] M. Sheehan, “China’s AI Regulations and How They Get Made,” Carnegie Endowment for 

International Peace, Jul. 10, 2023. https://carnegieendowment.org/2023/07/10/china-s-ai-

regulations-and-how-they-get-made-pub-90117 

[28] J. Biden, “Executive Order on the Safe, Secure, and Trustworthy Development and Use of 

Artificial Intelligence,” The White House, Oct. 30, 2023. https://www.whitehouse.gov/briefing-

room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-

development-and-use-of-artificial-intelligence/ 

[29] Lawrence Norden, “States Take the Lead on Regulating Artificial Intelligence | Brennan 

Center for Justice,” www.brennancenter.org, Nov. 01, 2023. https://www.brennancenter.org/our-

work/research-reports/states-take-lead-regulating-artificial-intelligence 

[30] “Artificial Intelligence in the States: Emerging Legislation - The Council of State 

Governments,” The Council of State Governments, Dec. 06, 2023. 

https://www.csg.org/2023/12/06/artificial-intelligence-in-the-states-emerging-legislation/ 

[31] European Commission, “Regulatory framework on AI | Shaping Europe’s digital future,” 

digital-strategy.ec.europa.eu, Sep. 29, 2022. https://digital-

strategy.ec.europa.eu/en/policies/regulatory-framework-ai 



                                                                         61 

[32] V. C. Napolitano Janet, “Digital Human Rights Need a Single Home in U.S. Government,” 

Foreign Policy, Mar. 14, 2022. https://foreignpolicy.com/2022/03/14/digital-authoritarianism-

tech-human-rights/ 

[33] “ORNL’s Secure, Trustworthy, and Energy-Efficient Artificial Intelligence Summer 

Institute | ORNL,” www.ornl.gov. https://www.ornl.gov/ai-initiative/workforce-development 

[34] E. Acquesta, “Introduction to the Basics of Uncertainty Quantification.,” www.osti.gov, Sep. 

01, 2019. https://www.osti.gov/servlets/purl/1645907 (accessed Mar. 25, 2024). 

[35] D. Dash, M. Voortman, and Martijn De Jongh, “Sequences of mechanisms for causal 

reasoning in artificial intelligence,” pp. 839–845, Aug. 2013. 

[36] “Global Partnership on Artificial Intelligence - GPAI,” gpai.ai. https://gpai.ai/ 

[37] “About AI4EU | AI-on-Demand,” www.ai4europe.eu. https://www.ai4europe.eu/about-

ai4eu (accessed Mar. 25, 2024). 

[38] “Differential Privacy A privacy-preserving system.” Available: 

https://www.apple.com/privacy/docs/Differential_Privacy_Overview.pdf 

[39] B. Wolford, “What Is GDPR, the EU’s New Data Protection Law?,” GDPR.eu, 2020. 

https://gdpr.eu/what-is-gdpr/ 

[40] “OCF Multi-Vendor Interoperability Test Event #3,” Open Connectivity Foundation (OCF), 

2015. https://openconnectivity.org/ 

[41] “Mission, Team and Story - The Algorithmic Justice League,” www.ajl.org. 

https://www.ajl.org/about 



                                                                         62 

[42] “The IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems,” SA Main 

Site. https://standards.ieee.org/industry-connections/ec/autonomous-systems/ 

[43] S. Pandit, C. E. Wasley, and T. Zach, “The Effect of R&D Inputs and Outputs on the 

Relation Between the Uncertainty of Future Operating Performance and R&D Expenditures,” 

SSRN Electronic Journal, 2009, doi: https://doi.org/10.2139/ssrn.1333390. 

[44] “KIST International R&D Academy (IRDA) Program.” Accessed: Mar. 25, 2024. [Online]. 

Available: https://engineering.uci.edu/files/KIST_IRDA-final.pdf 

[45] “Thousands more to train in future tech like AI as government unveils over £1.1 billion 

package to skill-up UK,” GOV.UK. https://www.gov.uk/government/news/thousands-more-to-

train-in-future-tech-like-ai-as-government-unveils-over-11-billion-package-to-skill-up-uk 

[46] N. Smuha, “AI HLEG - steering group of the European AI Alliance,” FUTURIUM - 

European Commission, Jun. 12, 2018. https://ec.europa.eu/futurium/en/european-ai-alliance/ai-

hleg-steering-group-european-ai-alliance.html 

[47] “Oil Rents.” 2015. United Nations Economic and Social Commission for Western Asia. July 

4, 2015. https://archive.unescwa.org/oil-rents#:~:text=Definition%20English%3A. 

Appendix A. Informed Consent  

You are invited to participate in a research study about the knowledge and perceptions of AI/IoT 

on a college campus. This study is being conducted at the University of Tennessee at 

Chattanooga (UTC) by Jannat Saeed and Faculty Member Roland Howell. For further questions, 

the email contact information is vvy545@mocs.utc.edu.  This research is carried out under the 

oversight of UTC’s IRB, IRB # 24-024. For more information, contact irb@utc.edu. 

 

https://ec.europa.eu/futurium/en/european-ai-alliance/ai-hleg-steering-group-european-ai-alliance.html
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There are no foreseeable risks or direct benefits to you if you choose to participate in this study. 

The information gained from this research may benefit others in the future. 

 

This survey is anonymous. Do not include your name or any of your contact information in your 

responses to the survey. Your responses to the survey will not be linked to your computer, email 

address, or other electronic identifiers. No one will be able to identify you or your answers. 

 

The questionnaire will take about 3-5 minutes to complete.  

 

By participating in this research survey, you are saying you are at least 18 years of age, have read 

and understand the information above, and want to participate in the study. 
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Appendix B. Survey Questions 

1. Are you currently enrolled as a Computer Science student? 

 

   - Yes 

   - No 

 

2. Choose a Definition/understanding of AI that resonates most with you: 

 

   - AI as machines/systems that can perform tasks that typically require human intelligence 

   - AI is the simulation of human intelligence in machines 

   - AI is a branch of computer science dealing with the creation of intelligent machines 

   - I don’t have a definition/don’t know 

 

3. Choose a Definition/understanding of IoT that resonates most with you: 

   - IoT is a network of interconnected devices that communicate and share data 

   - IoT is a system of interrelated physical devices with the ability to transfer data 

   - IoT as the extension of internet connectivity into physical devices and everyday objects 

   - I don’t have a definition/don’t know 

 

4. Do you actively use AI in your day-to-day activities? 

   - Yes 

   - No 

 

5. Which of the following AI technologies have you used in the past week? (Select all that apply) 

 

   - ChatGPT 

   - Voice Recognition 

   - Snapchat Filter 

   - Pictures 

   - Virtual Assistant (e.g., Siri, Google Assistant) 

   - Recommendation Algorithms (e.g., Netflix recommendations) 

   - Smart Home Devices (e.g., thermostat, smart plugs) 

   - Facial Recognition (e.g., unlocking your phone) 

   - Health and Fitness Apps with AI features 

   - Other 

   - None 
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6. Do you actively use IoT in your day-to-day activities? 

 

   - Yes 

   - No 

 

7. Which of the following IoT devices have you used in the past week? (Select all that apply) 

 

   - Phone 

   - Traffic Apps/GPS 

   - LG Smart Appliances 

   - Smart Light Bulbs 

   - Garage Opener 

   - RING Doorbell Camera 

   - Roomba/Cleaning Appliance 

   - Wearable Devices (e.g., smartwatch, fitness tracker) 

   - Smart Security Systems 

   - Smart Car Features 

   - Other  

   - None 

 

8. Would you change your answer about using AI or IoT day-to-day? 

 

   - Yes 

   - No 

   - Not sure 

 

9. Have you heard about any laws or regulations regarding AI in the last 6 months? 

 

   - Yes 

   - No 

   - Not sure 

 

10. Have you heard about the new Executive Order for AI? 

 

   - Yes 

   - No 

   - Not sure 
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