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ABSTRACT

Turbo-compressors play a crucial role in the operation of air-breathing engines and special attention is given to the compressor’s ability to withstand adverse operating conditions. Various methods have been devised in order to enhance compressor stability and increase compressor stall margin, usually with some sacrifice of performance and efficiency. Active methods make use of external devices injecting and/or bleeding air from the compressor duct. Passive methods are primarily based on casing treatments, often involving flow paths into the rotor casing, to affect the behavior of the flow in favorable ways. In either case, it is desirable that the stability enhancing method be as simple as possible and that it keep performance and/or efficiency degradation to a minimum.

The present work consists of a CFD analysis performed to evaluate the impact of a novel form of passive stability control on the operation of an axial flow fan stage. The casing treatment consists of “studs,” which are solid structures protruding from the casing into the duct. These structures are located slightly downstream of the fan rotor trailing edge. The stage that is studied in this investigation is the NASA SDT2-R4 transonic turbofan. The simulation software used is “Tenasi,” an in-house developed flow solver.

Various simulations were conducted of the turbofan operation with and without casing treatment. Measures of performance and efficiency of the turbofan stage with no casing treatment were computed, and the results showed good agreement with available experimental data. The
computed results from simulation with casing treatment suggest that protruding studs have the potential to improve the stability of the turbofan. The computed stall margin increase using an initial configuration of protruding studs is about 5.4% in terms of mass flow rate, with a decrease in efficiency of about 1.6%. The flow-field was investigated through visualizations of flow features in order to understand the mechanisms of flow instabilities and stability enhancement. Other simulations were also carried out using modifications of the original studs to assess further changes in performance.
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CHAPTER 1
INTRODUCTION

The work presented in this dissertation consists of a study of the performance effects caused by using studs protruding off of the casing in a turbofan stage. The study was performed using computational tools, and its main goal was that of exploring relatively simple methods for enhancing the flow stability in compression systems. The layout of the manuscript is as follows: Chapter I is an introductory overview of compression systems and the instabilities related to them. Chapter II provides a mathematical description of the fluid flow. Chapter III provides a description of the turbo-machine and the type of casing treatment under study. Chapter IV introduces the flow solver and describes the computational procedure that made up a great part of this work. Chapter V presents the validation of the CFD tools by comparing baseline simulation results with available experimental data. Chapter VI presents the results of simulating the operation of the turbo-machine at hand with the casing treatment, along with an analysis of the changes. Chapter VII gives concluding remarks and recommendations.

1.1 What about compression systems?

Gas compressors are present in diverse engineering applications that simplify and enhance the lives of people. From the most ubiquitous applications, such as refrigerators, to the most specialized ones, like power generation, there is frequently a need for pressurizing a gas in order to
later take advantage of the energy it stores or to feed combustion processes. Hence the importance of compression systems.

One application where compression systems are important is air breathing engines for aircraft propulsion. Actually, the role of a compression system in aircraft propulsion is beyond necessary but also critical. This is because in addition to playing a crucial role in thrust generation, the integrity of the entire propulsion system weighs heavily on the compressor’s ability to withstand adverse flight conditions that affect air intake negatively.

Compression systems in air breathing engines comprise a certain kind of turbo-machinery called turbo-compressors. In general, turbo-machines are rotating devices that interact with a fluid through blades attached to a shaft. More specifically, turbo-compressors absorb shaft work and transfer mechanical energy to continuously flowing air in order to raise its total enthalpy. In doing so, the air is moved through the duct of the compressor at various speeds (depending on its location and the components with which it interacts), and it behaves (its properties will change) in different ways.

Turbo-compressors possess features that make them suitable for engines if high power-to-weight ratios are required. Compared to other forms of compressors, they are able to displace large amounts of air in continuous flow. Furthermore, since they possess no reciprocating components, the problem of shaft balancing is less likely to occur, which makes turbo-compressors more reliable.

1.2 Types of Turbo-Compressors

Using a cylindrical frame of reference, a classification can be based on the direction of the main flow as projected on the meridional plane, $z - r$, of the turbo-machine. If the direction of
the flow remains mainly parallel to the axis of rotation, the compression system is called “axial” (Figure 1.1a). If the flow changes direction through the rotor’s flow path from the axial direction to the radial direction, the compressor is called “centrifugal” (Figure 1.1b). If the flow path of the rotor is more or less diagonal, then it is a “mixed-flow” compressor (Figure 1.1c). The type of compression system used in this work is of axial flow. Specifically, the turbo-machine used here is the transonic turbofan SDT2-R4, which will be further described in Chapter 4. Through the rest of this chapter, the focus will be placed on flow features and stability of axial compressors.
Figure 1.1 Various types of compressors [4] in (a) a TF30-P-6 Pratt & Whitney engine, (b) a Lycoming T53 turboshaft engine, and (c) a Saturn MD-120 engine.
1.3 Instabilities in Axial Compressors

Unfortunately, turbo-compressors also have shortcomings. Namely, that when a compressor approaches its limits of operational stability, unsteady aerodynamic instabilities arise from within the machine. If these instabilities are not treated and are allowed to grow, they may turn into either compressor stall or compressor surge. The characteristic of compressor surge is flow reversal, while compressor stall is characterized by the formation of low-momentum flow regions (cells) that rotate at a fraction of the rotor speed and obstruct the incoming flow through the duct. Such phenomena can have detrimental effects on the rest of the components of the compressor and the propulsion system. A lot of study has been done in order to predict the onset of such instabilities. In that regard, the analytical work of authors such as Greitzer [5–8], F.K. Moore [9], and R.D. Moore [10], has served as a basis for further investigation of flow-field conditions that lead to unstable flow phenomena. Furthermore, allowing a compression system to function at an operating condition where flow instabilities have a noticeable presence has been identified as a concern for high cycle fatigue. An example of this is a more recent work by Hah [11]. Hence, various methodologies have been devised in order to preserve or regain flow-field stability [12].

Enhancing the stability of compression systems is the field of interest of this work. Stability is considered to be the ability of a compressor to recover from disturbances that take a compression system away from an operational equilibrium point [13]. In this work, stability is also considered as the ability of a compression system to withstand the turbo-compressor’s self initiated instabilities under adverse flow conditions.

Instabilities in the flow-field arise from interaction of secondary flows and other flow phenomena (e.g. passage shock) in the compressor. The secondary flow that has the most influence
in the turbo-machine used in this work is the tip leakage flow [14, 15]. This flow is driven from the pressure side to the suction side of a rotor blade by the pressure difference existing across the gap between the blade tip and the casing. The flow phenomena observed in axial flow compressors that leads to an unstable flow-field is the formation of end-wall blockage near the casing and the hub caused by boundary layer growth on these surfaces. Moreover, if the turbo-machine operates in the transonic regime, shock structures in the flow passage interact with the tip leakage flow to increase the chance for the formation of instabilities [14, 15].

### 1.4 Stability Control Methods

Various methods have been devised to enhance or recover stability in compressors. Based on whether or not flow is introduced into or bled off the duct flow, the stability method can be classified as passive or active.

#### 1.4.1 Active

Active stability control on compression systems are brought by the action of devices that inject fluid into and/or bleed fluid out of the flow-field. Studies such as that by Niazi et al. [16] apply bleeding in regions of reversed flow, downstream of the rotor blades in an axial flow compressor. Their work showed that bleeding only 3% of the total mass flow enabled the extension of the operating range of the compressor. Work by Hathaway [17] shows that locating the bleeding or injection valves in strategic places of the casing can have a greater positive impact on range extension. Similar application of active devices on the flow-field of centrifugal compressors are presented by Stein et al. [18] and Skoch [19].
1.4.2 Passive

Passive methods consist of physical modifications of the components of the compressor in order to enhance stability. Therefore, there are no devices actively bleeding or injecting flow into the duct. Passive methods involve “casing treatment,” which means making geometric modifications to the casing [12].

Among the literature surveyed is the work done by Takata et al. [20] They report using five forms of casing treatment, of which two variations of skewed slots are the most successful at increasing stall margin. The mechanism introduced by these casing treatments consists of fluid from low momentum regions near the blade tip being driven upstream of the blade and into the main flow region through the slots. Similar forms of casing treatment were used by Yu et al. [21] and Emmrich et al. [22, 23]. A common finding of their work was that, due to a redistribution of the flow throughout the duct, the location where stall occurred changed from near the casing to a location near the hub. It was also observed that using the slots casing treatment delayed compressor stall until incidence angles attained large values.

Another form of casing treatment used in the experiments of Takata was circumferential grooves. Using them gave nearly the same total pressure rise as the smooth casing and had marginal impact on stall range extension. However, computational studies by Lin et al. [24, 25] show that range extension by circumferential grooves is possible when their number and location along the blade tip is chosen strategically.

The type of casing treatment used in this work is that of studs (small solid structure) protruding off the casing treatment near the trailing edge of the rotor blades. A similar form of casing treatment has not been found in the literature. However, simulations performed in this work
have shown potential for extension of the operating range. Details of the protruding studs will be provided in Chapter 4.

### 1.5 CFD Application to Turbo-Machinery

Computational Fluid Dynamics (CFD) has become an important tool in the study and design of turbo-machinery flow. It complements experiments by providing insight into the details of the flow that would otherwise be difficult to observe or measure using experimental methods. CFD consists of numerically solving the governing equations of fluid flow and enforcing the boundary conditions that characterize flow-fields in turbo-machinery. The present work and its findings make extensive use of CFD tools. The flow solver software used here is Tenasi, which was developed in-house. Further details about the software and the computational procedure are provided in Chapter 5.
CHAPTER 2
MATHEMATICAL DESCRIPTION OF THE FLOW

In order to solve engineering problems, it is necessary to relate fluid properties and behavior in a formal and deterministic way. The purpose here is to be able to quantify property changes, intuit the flow behavior, and predict interactions within the fluid itself and with solid bodies.

The formality of the above mentioned relations is brought by algebraic, differential and integral equations. The deterministic characteristic of these equations is achieved by deriving the relations from the laws of mechanics that apply to fluid flow. Such laws are described for a system, but in order for the equations to be useful tools in fluid dynamics analysis they are derived using the concept of control volume.

2.1 Control Volume vs. System

A control volume can be imagined using Figure 2.1.
A control volume is a region of space defined by surface called control surface. For the purpose of this text the control volume is labeled by $\Omega$, and the control surface is labeled by $S$. If a point $B$ is located on the control surface $S$, a differential area $dS$ of elemental size can be assigned to $B$. Also, a unit vector, $\mathbf{n}$, normal to the differential area $dS$, and pointing outward of the control volume, is associated to $dS$ at $B$, and $d\mathbf{S} = \mathbf{n} dS$ can be defined. Lastly, it can be conceived that the control surface $S$ is comprised of many of these elemental size differential areas $dS$, and that, similarly, the control volume $\Omega$ is comprised of many elemental size differential volumes $d\Omega$.

A system is a defined amount of mass chosen for study. Anything outside the system is called surroundings. Dividing the system from its surroundings is the system’s boundary which
can be real or imaginary, and fixed or movable. It is through the boundary that a system interacts with its surroundings.

The use of control volumes is preferred in aerodynamics for their inherent nature of allowing mass flow through the control surface. However, since quantifying changes of the thermodynamic properties of the fluid is also very important in fluid dynamics, it is helpful to observe how control volumes and systems relate to each other. Figure 2.2, which depicts a nearly one dimensional flow $V = V(x)$ through a duct, is presented for that purpose. It shows at time $t$ that the control volume between sections $a$ and $b$ is completely filled by system 2. Then, it shows that at time $t + \delta t$ system 2 has partially moved outside of the control volume between $a$ and $b$, and that the region of space abandoned by system 2 has been filled by part of system 1. In this example, the take away is that if there are flow properties changing within the control volume between $a$ and $b$, some of these changes can be attributed to the moving systems carrying fluid properties.
2.2 Equations Describing the Fluid Flow

The governing equations are now derived from the physical laws.

2.2.1 Conservation of Mass

The conservation of mass principle states that within a system closed to any transfer of matter and energy, the amount of mass of the system remains constant over time. The meaning of this, in the context of defining a conservation of mass relation for a control volume, is that there is no such thing as a source or “sink” of mass to be taken into account. The rate of change (any variation in time) of mass inside the control volume would be attributed to the net mass flow through the control surface. This balance is shown in equation 2.1.
\[
\frac{\partial}{\partial t} \int_{\Omega} \rho d\Omega + \oint_{S} \rho (V \cdot n) dS = 0
\] (2.1)

The first term on the left side of the equation is the time rate of change of the mass inside the entire control volume, where \( \rho d\Omega \) is the mass contained in an elemental volume. In the second term, \( \rho (V \cdot n) \) represents a mass flux (mass per unit area per unit time). Therefore, the second term represents the mass flow through the entire control surface. The conservation of mass equation is also known as the continuity equation.

### 2.2.2 Conservation of Momentum

The conservation of momentum law, or Newton’s second law of motion, says that the net force acting upon a body is equivalent to the body’s time rate of change of momentum. Usually this statement is presented through the vector form equality \( \mathbf{F} = m \mathbf{a} \), and \( \mathbf{F} \) is the force \( \mathbf{F} = d\mathbf{P}/dt \) where \( \mathbf{P} \) is the momentum vector. For a control volume, however, the conservation of momentum principle is written as shown in equation 2.2.

\[
\frac{\partial}{\partial t} \int_{\Omega} \rho \mathbf{V} d\Omega + \oint_{S} \rho (\mathbf{V} \cdot \mathbf{n}) dS = \int_{\Omega} \mathbf{F} d\Omega - \oint_{S} \mathbf{p} dS + \oint_{S} (\mathbf{\tau} \cdot \mathbf{n}) dS
\] (2.2)

In the first term on the left hand side, \( \rho \mathbf{V} d\Omega \) represents the momentum associated with a mass in an elemental volume and the integral is the sum of the momentum throughout the entire control volume. Therefore, the first term represents the changing momentum within a control volume of an unsteady flow passing through. The second term is the sum over the entire control surface of the momentum flux, momentum carried by fluid mass passing through an elemental
surface \(dS\). On the right hand side, within the first term is \(\mathbf{f}\) which represents body forces per unit mass in an elemental volume. Such body forces can be produced by gravity, electromagnetic fields, spin forces, or other fields that act on the volume of matter. Therefore, the first term is a volume integral of the body forces acting on the mass contained in the control volume. The second and third terms are surface integrals of forces produced by pressure and shear stresses, respectively, acting on elemental surfaces over the entire control surface. The second term has a negative sign because the forces resulting from pressure, \(p\), point inward on the control surface. In the third term, \(\tau\) is the shear stress tensor.

### 2.2.3 Conservation of Energy

As specified for a closed system, the first law of thermodynamics states that the change of internal energy of a system is equivalent to the amount of heat transferred into the system minus the amount of work done by the system. In the case of flow through a control volume, the kinetic energy of the fluid should also be considered along with its internal energy. The conservation of energy relation for a control volume (assuming no appreciable change in potential energy) is presented in equation 2.3.

\[
\frac{\partial}{\partial t} \int_\Omega \rho E d\Omega + \oint_S \rho E \mathbf{V} \cdot \mathbf{n} dS = \int_\Omega \rho (\mathbf{f} \cdot \mathbf{V}) d\Omega - \oint_S p \mathbf{V} \cdot \mathbf{n} dS + \oint_S \mathbf{\tau} \cdot \mathbf{V} \mathbf{n} dS + \oint_S k \nabla T \cdot \mathbf{n} dS
\]  
(2.3)

The quantity \(E\) on the left hand side is the sum of the internal energy \(e\) per unit mass and the kinetic energy \(|\mathbf{V}|^2/2\) per unit mass of the fluid within the control volume. Then, as for the previous
two conservation equations, the first term on the left hand side represents the rate of change of the total energy within the control volume; and the second term represents the net flow of total energy, where $\rho E(V \cdot n)$ is called the energy flux.

On the right hand side, the first term accounts for both the work done by the body forces and the volumetric heating of the fluid within the control volume. The second and third terms account for the work resulting from forces acting on the surface of the control volume, pressure and shear stress, as in the momentum equation. Finally, the last term is a diffusive term that takes into account heat flux driven by temperature gradients. Fourier’s law of heat conduction is used to quantify heat flux as: $F_D = -k \nabla T$, where $k$ is the thermal conductivity coefficient.

### 2.2.4 Thermodynamic Relations for Perfect Gas

In order to solve the system for all the variables necessary to define the flow, two more equations are necessary. Assuming that air behaves as a calorically perfect gas, the equation of state is used:

\[
p = \rho RT \tag{2.4}
\]

and the enthalpy is obtained from:

\[
h = c_p T \tag{2.5}
\]
Using the following definitions:

\[ R = c_p - c_v \]
\[ \gamma = \frac{c_p}{c_v} \]  

(2.6)

The equation of state can be recast into:

\[ p = (\gamma - 1) \rho \left[ E - \frac{u^2 + v^2 + w^2}{2} \right] \]  

(2.7)

2.2.5 Complete System in Vector Form

The following is the set of governing equations written in vector form. Recasting the equations this way allows for full appreciation of all the terms involved in the system.

\[ \frac{\partial}{\partial t} \int_{\Omega} W d\Omega + \oint_{S} (F_c - F_d) dS = \int_{\Omega} Q d\Omega \]  

(2.8)

The vector \( W \) contains the conserved variables. Vectors \( F_c \) and \( F_d \) contain the convective and diffusive fluxes, respectively. Vector \( Q \) contains volume sources due to heat generation and body forces.

\[ W = \begin{pmatrix} \rho \\ \rho u \\ \rho v \\ \rho w \\ \rho E \end{pmatrix} \]  

(2.9)
\[ F_c = \begin{pmatrix} \rho V \\ \rho u V \\ \rho v V \\ \rho w V \\ \rho h V \end{pmatrix} \]

\[ V = V \cdot n = n_x u + n_y v + n_z w \] (2.10)

\[
F_d = \begin{pmatrix} 0 \\
\tau_{xx} + n_x \tau_{xy} + n_y \tau_{xz} \\
\tau_{yx} + n_y \tau_{yy} + n_z \tau_{yz} \\
\tau_{zx} + n_z \tau_{zy} + n_x \tau_{zz} \\
\Theta_x + n_x \Theta_y + n_y \Theta_z \end{pmatrix}
\]

\[ \Theta_x = u \tau_{xx} + v \tau_{xy} + w \tau_{xz} + k \frac{\partial T}{\partial x} \]
\[ \Theta_y = u \tau_{yx} + v \tau_{yy} + w \tau_{yz} + k \frac{\partial T}{\partial y} \]
\[ \Theta_z = u \tau_{zx} + v \tau_{zy} + w \tau_{zz} + k \frac{\partial T}{\partial z} \] (2.11)

\[ Q = \begin{pmatrix} 0 \\
\rho f_x \\
\rho f_y \\
\rho f_z \\
\rho f \cdot V + \dot{q} \end{pmatrix} \] (2.12)
CHAPTER 3

COMPRESSION SYSTEM AND CASING TREATMENT

In the present section, a description is given of the casing treatment and the compression system used for testing. Some insight on the origin and data available on both equipment is given. References are provided if further details are desired.

3.1 SDT2-R4

3.1.1 Overview

The test compression system used for the casing treatment under study is the SDT2-R4. It is an axial flow transonic turbofan stage for which a model was available and aerodynamic performance data has been published by Hughes [2]. It has previously been used at the SimCenter for validation of the in-house flow solver Tenasi, as well as for testing solver features that facilitate turbomachinery simulations [26, 27]. Other casing treatment studies have also been performed using this turbofan [24, 25]. Figure 3.1 shows the SDT2-R4 model installed at the NASA Glenn 9 × 5 LSWT [28].
Figure 3.1 SDT2-R4 installed in wind tunnel.

The SDT2-R4 is a 20% scale model that represents the bypass stage of a high bypass ratio turbofan stage, representative of the technology used at the time of its creation in the early 2000’s. It was developed by General Electric Aircraft Engines (GEAE) as part of a cooperative effort with NASA on a program called “The Source Diagnostic Test” (SDT). The program had the following objectives: to establish the performance of the fan model used, the GEAE developed R4; to assess the performance of the fan when coupled with three different outlet guide vane (OGV) designs; to determine the OGV’s effect on the fan performance; and to conduct detailed acoustic and aerodynamic diagnostic surveys in order to understand the noise generation mechanisms in a turbofan engine [2]. In the SDT program, only the bypass section and not the power core section was considered [2]. Furthermore, only the Baseline OGV from the SDT program is used in the current work. Table 3.1 presents a summary of the design parameters of the SDT2-R4.
Table 3.1  Stage design parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Fan Blades</td>
<td>22</td>
</tr>
<tr>
<td>Fan Tip Diameter</td>
<td>22 in</td>
</tr>
<tr>
<td>Corrected RPM</td>
<td>12,657</td>
</tr>
<tr>
<td>Corrected Tip Speed</td>
<td>1,215 ft/sec</td>
</tr>
<tr>
<td>No. of Stator Vanes</td>
<td>54</td>
</tr>
<tr>
<td>Corrected Weight Flow</td>
<td>100.5 lbm/sec-ft</td>
</tr>
<tr>
<td>Stage Pressure Ratio</td>
<td>1.47</td>
</tr>
</tbody>
</table>

3.1.2 Performance Considerations

The plots in Figure 3.2 are experimental values of total pressure ratio and the adiabatic efficiency of the stage at hand. According to Hughes [2], in the experimental procedure, a Variable area Fan Exit Nozzle (VFEN) was used to obtain the performance curves below for a range of fan speed operating conditions. Through the VFEN, the exit area varied, in turn changing the back pressure on the fan to test different operating points that resembled changes in aircraft flight speed and altitude.

An important consideration from the SDT2-R4 performance curves available is that the left most points are not representative of stall conditions. It is usually the case, that the most right operating point in a performance curve represents the choking condition (where a higher mass flow through the duct is physically not possible), and that the most left operating point represents the stall condition (unstable flowfield at low mass flow rate). However, Hughes reports that the stall condition was avoided in order to avoid the risk of damaging the fan blades. When testing the fan alone, the approaching stall condition was determined by an increase in the fan blade stress being measured by blade mounted strain gauges. Furthermore, the lowest mass flow rate point tested for the entire stage was set higher than that obtained for the fan alone because, at that point, the strain
gauges had stopped working. This fact is important and will be taken into consideration later when reporting the results of the simulations.

Figure 3.2  Experimentally measured performance curves for the SDT2-R4 stage [2].
3.1.3 Modification

One important modification on the model of the SDT2-R4 is the addition of one stator vane. Previous computational studies have been performed on this stage with the added stator vane [26, 27], which concluded that this addition does not significantly impact the performance of the stage. The importance of adding an extra stator vane is that now the model lends itself for simulation of a one-eleventh slice of the duct (two fan blades and five stator vanes), instead of a half or the full wheel, in turn saving on computational resources while carrying out this work. Figure 3.3 depicts the full wheel of the SDT2-R4 with the added stator vane.

![Figure 3.3 Full wheel of simulated stage.](image)

3.2 Protruding Studs

The casing treatment used in this work is protruding studs. From survey of the literature, it is realized that using protruding studs has not been explored as a form of casing treatment. This
section provides a description of the protruding studs and how they came to be considered as a potential form of casing treatment.

3.2.1 Description

The studs are solid structures protruding from the casing into the duct. They are located downstream of the fan blades and in the vicinity of their tip. Two shapes of studs have been tested, elongated “U’s” and dome shaped studs. The description of each is provided next. Variation in dimensions of the “U” shaped studs were tested, while a single configuration of the dome shaped studs was simulated.

3.2.1.1 Elongated “U” Shape

The cross section in the tangential direction (with respect to the wheel) of these type of studs have the shape of a “U.” These were the first type of studs tested. The first configuration used extended in the tangential direction an angle of a fifth of a rotor pitch or approximately 3.27°. The thickness and depth of protrusion are expressed in relation to the fan blade chord length at the tip, and they are approximately 3.2% (or 0.11 in) and 4.5% (or 0.16 in), respectively. Their location from the trailing edge at the tip is about 2.9% (or 0.10 in). The sides of the original studs were aligned with the stagger of the fan blades at the tip. The number of these type of studs used is 55, and they are equally spaced. Because this was the first configuration of studs tested, they will be referred to by the term “S1” through the rest of this manuscript. Soon after the results of the simulations with the S1 configuration was available, a second configuration of the studs were conceived, where the sides are aligned with an angle opposite to the fan blade stagger at the tip. The second configuration of studs receives the code “S2” through the rest of the manuscript. Figure 3.4 shows the actual
models on the casing, and Figure 3.5 is a graphical description of the dimension of studs S1 and S2.

(a) From right to left: S1 and S2  
(b) Aft-looking-forward view of studs and blades.

Figure 3.4 Protruding studs S1 and S2

Testing of these configurations showed an improvement in the Stall margin [29] (details in Chapter 6). Based on these results, it was decided to test variations of these designs. Variations tested included half depth studs (50% of original, H1 & H2), 125% of original (L1 & L2), and 150% of original depth (X1 & X2). Finally, the last “U” shaped type of studs to be tested were similar to the S2 studs but were to extend tangentially only 50% of the original, and twice as many of them (110) were to be used, equally spaced and in the same location with respect to the fan blades (W50).
(a) Front view: tangential extension and depth of protrusion.

(b) Top view: width.

(c) Top view: separation from trailing edge and alignment of sides in Studs 1.

(d) Top view: Alignment of sides in Studs 2.

Figure 3.5 Dimensions as percentage of fan chord length at tip, alignment, and location of studs.
3.2.1.2 Dome Shape

The dimensions of the studs, as with those presented in the previous section, can be manipulated in many ways, and different shapes of studs could be tested until finding a design that has the greatest positive impact on range extension without having a detrimental effect on efficiency. In order to move in that direction, one more shape of studs was explored. This stud is formed by a half revolution of the “U” shape about a vertical axis at the middle of this shape. The resulting surface of revolution resembles a dome protruding out of the casing. This type of studs receive the code “D” for the rest of this manuscript. The diameter and depth of protrusion of the D studs in terms of the fan blade chord at the tip are approximately 3.2% (or 0.11in) and 4.5% (or 0.16in). Their location behind the trailing edges of the fan blades at the tip is approximately 2.9% (or 0.10in), and there are 220 of them equally spaced across the casing. Figure 3.6 shows the domes downstream of the fan blades.

Figure 3.6 Aft-looking-forward view of dome studs and blades.

3.2.2 Origin

In his master’s thesis research, Lin worked with the same piece of turbomachinery and examined two forms of casing treatment [3]. One consisted of rings protruding into the flowfield,
located near the leading edges and the trailing edges of the fan blades. He tested three combinations of the rings: both together, a single one near the leading edge, and a single one near the trailing edge, as shown in Figure 3.7.

![Figure 3.7 Protruding rings from Lin's work [3] (including caption from original text).](image)

(a) Front and back ring locations in relation to fan stage

(a) Model showing both rings.

![Figure 3.11 A theta cut of the grid for trailing-edge ring only](image)

(b) Volume mesh with gap for trailing edge ring.

Figure 3.7 Protruding rings from Lin’s work [3] (including caption from original text).
As Lin reports, the first two configurations had detrimental effects on the performance of the turbofan. Using the single one near the trailing edge, however, had an insignificant change in total pressure ratio with a small reduction in adiabatic efficiency compared to the baseline performance of the turbofan, as simulated. The performance curves from his work are shown in Figure 3.8. The idea occurred, then, to modify the ring by cutting sections from it to let some fluid through, and see what the behavior of the flow would be. Although it went undocumented, a simulation was carried out which a relative increase in range with a small decrease in efficiency. Hence the source for the idea of the, now called, protruding studs in this study. The dimensions and location of the trailing edge ring in Lin’s work were carried directly into this work.

![Figure 3.8 Performance curve using trailing edge ring [3]](image-url)
3.2.3 Search for Similar Form of Casing Treatment

After doing a survey of current literature, no report on the deliberate use of a similar type of casing treatment as the one under study here has been found. A similar effect from a stability control system was found in a piece of work by Skoch [19] where he reports the effects of introducing bleed or control tubes into the flowfield of a centrifugal compressor, from the shroud and downstream of the impeller blades in the diffuser section. An unexpected finding from his experiments was that the mere presence of the control tubes had a stabilizing effect on the flowfield without executing their function of bleeding fluid. Skoch’s report [19] reinforces the idea of possibly enhancing the stability of a flowfield by introducing structures in key regions of the duct in a compression system.
CHAPTER 4

COMPUTATIONAL PROCEDURE

4.1 Flow Solver

This section introduces the software used for performing numerical simulations and exposes some important aspects of the computations it performs. Intricacies of the numerical schemes for time and space discretizations, solutions of linear systems, stability enhancement of linear solvers, turbulence modeling, etc. are bypassed in this text since this work is focused on the stability of the operation of compression systems. References are provided as such aspects are described for when further detail is desired.

4.1.1 Tenasi

The flow solver used through the computational study reported in this manuscript is Tenasi. It has been developed at the SimCenter, at the University of Tennessee at Chattanooga, and it is used for solving a great variety of engineering problems that involve fluid flow. The range of such problems includes bronchial flows, plume dispersion modeling in urban environments, reacting flows, free surface modeling, pumps, compressors, etc.

Tenasi is a finite volume flow solver which uses an unstructured, node-centered, implicit numerical scheme. It can handle flow regimes from incompressible [30] to compressible [31]. Various options are available for turbulence modeling. Generalized interpolative interfaces and
relative frame capabilities are implemented in Tenasi [26, 27], which allow for computing flow on rotating and stationary frames interacting through a sliding interface. The solver software can run on single processor machines or on a parallel cluster of computers when solving large problems is necessary.

4.1.2 Aspects of Numerical Solution

4.1.2.1 Spatial Discretization

Representation of the space domain is carried through the use of a computational mesh. A computational mesh consists of nodes that are interconnected to form 3D cells of basic shapes. Further details on computational meshes will be provided in section 4.2.1. The flow solver Tenasi takes advantage of the mesh by using it for the spatial discretization. Control volumes are defined around the grid nodes, for which Tenasi is said to be a node-based finite-volume flow solver. The control volumes are defined by median-duals created between the mesh cells centroids. Then, the dual-faces are used as elements of the control surface for flux calculation. If the control volume, as defined in this section, is assumed not to change in time, equation 2.8 can be written as follows:

\[
\frac{dW}{dt} = -\frac{1}{\Omega} \sum_{m=1}^{N_e} (F_c - F_d)_m \Delta S_m - (Q\Omega) 
\]  

(4.1)

In order to calculate the net flux on each control volume, the flux contributions across the faces should be established. The inviscid fluxes are approximated by solving a one dimensional approximate Riemann problem for information provided at both sides of the face, a method called the Roe scheme [32]. The viscous fluxes are approximated using the directional derivative method,
which combines information from solution gradients at the connectors (lines connecting two adjacent points) and information available through the connectors to approximate the gradients required by the viscous terms.

4.1.2.2 Temporal Discretization

The next step is the approximation for the time derivative term in the governing equations. Equation 4.2 shows a compact recast of equation 4.1.

\[
\frac{\Omega}{dt} \frac{dW}{dt} = -R
\]  

(4.2)

The following non-linear scheme is an approximation of the time derivative [32]:

\[
\Omega \Delta W^n = -\beta \frac{R^{n+1} - R^n}{1 + \omega} + \frac{\Omega \omega}{(1 + \omega) \Delta t} \Delta W^{n-1}; \quad \Delta W^n = W^{n+1} - W^n
\]  

(4.3)

In the equation above \( n \) represents the current time-step level. If \( \beta = 0 \), the time-stepping scheme is called explicit. A very basic explicit single-stage scheme is obtained by also setting \( \omega = 0 \). Then, the time derivative is calculated using a forward difference, and the residual is calculated at the current time step [32].

If \( \beta \neq 0 \) in equation 4.3, the scheme is called implicit, and its advantage over a explicit scheme is increased robustness while being able to use relatively larger time steps. It is a 2nd order implicit scheme when \( \beta \) and \( \omega \) meet the condition that \( \beta = \frac{1}{2} + \omega \) [32].
4.1.2.3 Turbulence Modelling

A model is necessary to simulate turbulent flows with high Reynolds numbers. Performing a direct numerical simulation by the time-dependent governing equations is prohibitively expensive and can only be done for simpler problems at small Reynolds number values. In this work, Tenasi is set to use the one equation $k - \epsilon$ SAS turbulence model [33]. Such a model is incorporated in a “loosely-coupled” procedure, which means that the mean flow equations are first solved before solving the turbulence model independently [34].

4.1.2.4 Boundary and Initial Conditions

Boundary conditions are specified that characterize the problem as a duct flow and that truncate the physical space to a domain size that is manageable. The way they are handled is by applying the correct fluxes through the faces of the control volumes belonging to various boundaries [34]. The inflow boundary is set to desired for stagnation pressure and stagnation temperature, usually standard day total conditions. It is possible to specify the direction of the flow but not necessary. At the outflow, the value of static pressure, also called back pressure, is set to a value that will establish the conditions of the flow field between the choke point of the duct and compressor stall. The flux through both inflow and outflow boundaries is handled by a method called characteristic boundary conditions. At the solid surfaces, a adiabatic no-slip condition is enforced by applying the surface velocity on the flow and by making the velocity values at the surface nodes remain unchanged in the linear system. Axisymmetry conditions are set in the tangential direction in order to truncate the duct flow-field from a “wheel” to a “slice.” By doing this, the size of the mesh is reduced and less computational resources are necessary.
At these boundary conditions the values of the variables on one side of the slice are interpolated to the other side. Finally, generalized interpolative surfaces are established between two adjacent domains [26, 27]. This feature is useful in order to transmit variables from one domain to the other even when one domain is rotating and the other is stationary.

The initial conditions set on the flow-field for each case in this work (i.e. baseline simulation, simulation with a configuration of studs) depend on the operating condition intended to be simulated. In order to compute a set of performance curves for the stage, a first case is run with initial velocity set to zero everywhere in the duct, with the rotational speed of the rotor set to a desired value, and with the outlet boundary condition set to a static pressure that (in the simulation) will cause the duct flow to choke. Once the computed mass flow through the duct converges to a certain value, the simulation is stopped and a new case is run. A new case is set up with a higher value of static pressure at the outlet boundary and the solutions from the case previously run (i.e. velocity, density, pressure.). Once, the simulation results show mass flow convergence, the simulation is stopped for the given back pressure and the process is repeated until the entire performance curve has been computed.

4.2 Mesh Generation

4.2.1 General Concepts

The flow-field and the solid surfaces that interact with the fluid are represented using points, also called nodes. It is at these points that the variables to be solved are stored, rates of changes are determined, volume and surface integrals of sources are evaluated, and convective and diffusive fluxes between points are calculated. A computational mesh or grid is created by interconnecting
the points through connectors (or edges). Cells are formed with such connectors, which are shaped as triangles and quadrilaterals on surfaces, and tetrahedra, pyramids, prisms, and hexahedra in space. This process of subdividing the physical space through cells of basic shapes is called discretization of the space. The type of mesh used for discretization in this work is unstructured because indexing of the nodes follows no particular scheme, and a mix of different cell shapes is used.

Generation of a computational mesh is the first step in carrying out a simulation. As mentioned above, it is the way in which the flow-field for simulation is represented. Arguably, the mesh generation phase is also the most time consuming. Although, there exist simulation software packages with automatic mesh generation capabilities that can complete the task in little time and with minimum user interaction, a problem such as the one at hand requires dedicated attention to detail in different locations of the field along with a priori knowledge of the behavior of the flow. The tedious nature of this phase comes from the complexity of the geometry and the necessity to capture features of the flow which are at the heart of the problem. These challenges, and possibly having to recreate or modify the mesh if the solutions are not satisfactory, make for a process that requires a lot of user work and time.

The software used for the mesh generation work is Pointwise [35]. It is a mesh generation software package with capabilities for building structured and unstructured meshes. The tools featured in Pointwise are conducive for control of point distribution, creation of viscous layers on surfaces in volume meshes, and mesh optimization. In addition, it possesses CAD capabilities which are handy when complex surface meshing is required or no CAD geometry is provided.
4.2.2 Procedure

The process of mesh generation starts with the definition of connectors. The connectors are laid along the edges of the domain with an optimal point spacing based on experience to capture the geometry and some expected flow features. They can be laid within surfaces, as well, if control of point spacing in regions of such surfaces is difficult. Some of the point spacings (in inches) used on the stage are shown in Figure 4.1. This gives an idea of the level of surface mesh refinement when considering that the fan rotor diameter is 22 in.

![Figure 4.1](image-url)

Figure 4.1 Minimum and maximum point spacing used in different regions of the turbofan stage

Following the definition of the edges is the creation of surface meshes. All domain boundaries are represented by surface meshes, whether solid or permeable. Since unstructured meshes are used in this work, the surface meshes are composed by triangles and are defined by a set of connectors. The mesh generation software provides control of the arrangement of points on surface meshes, and it also allows for gradual increase of point spacing in a certain direction away from
the defining connectors. This is useful when creating viscous layers off solid surfaces. Figure 4.2 depicts the final surface mesh on the turbofan stage used for the majority of this work.

![Surface mesh on parts of stage](image)

(a) Rotor blades  
(b) Stator blades

Figure 4.2 Surface mesh on parts of stage

Next is the creation of volume meshes. There are three parts to this phase. The first phase is the definition of volume blocks enclosed by surface meshes, a process carried out manually. Secondly, the creation of viscous layers is included in the volume mesh to capture the viscous boundary layer. The mesh generation software possesses tools for this task. It requires provision of the spacing for the first viscous layer off the solid walls, a linear rate of growth for the subsequent layers, and the setting of a minimum and maximum number of layers to be included. The calculation...
of the first layer spacing off the solid walls is provided by viscous flow theory based on the concept of the non-dimensional wall distance $y^+$. Web based tools provided by universities and software companies are available to carry out these calculations seamlessly. For proper capturing of the boundary layer the value of $y^+$ is set to 1, and for a Reynolds number $10^7$ the computed wall spacing is approximately $4.5 \times 10^{-5} \text{in}$ which is set as the height of the first viscous layer in the mesh. A growth rate of 1.25 is chosen based on experience of previous work with turbo-machinery. A minimum number of 10 layers is enforced, and a maximum number of 16 layers is allowed based on testing reported later in Chapter 6. The last part in this process after the extrusion of viscous layers is filling out the rest of the block with tetrahedron shaped cells. The software automatically takes care of this task by inserting cells, the size of which gradually changes from the minimum to the maximum point spacings on the surfaces of the block. Figure 4.3 shows Pointwise visualizations of the viscous layer extrusion and a cut into the finalized volume mesh around the studs.

![Figure 4.3 Plane cut of volume mesh near a corner.](image)
After completing the mesh, the boundary and volume conditions are declared. The boundary conditions are set by selecting all the surface meshes that belong to a boundary and assigning them the desired name for that boundary. Similarly, the volume conditions are set by selecting the volume meshes and assigning them a desired name. Two volumes were set for the meshes in this work. The Rotor volume, which was to be set in a rotating frame of reference in the solver, and a Stator volume, to be set in a fixed frame. The Rotor volume had the following boundaries assigned to it: rotor hub, blades, rotor casing, rotor periodic A and B, rotor inflow, and rotor outflow. The Stator volume had the following boundaries assigned to it: stator hub, stator blades, stator casing, stator periodic A and B, stator inflow, and stator outflow. The periodic boundary partners were set as axisymmetric boundary conditions, and the rotor outflow and stator inflow were set as interpolative boundary partners between the Rotor and Stator volumes, also called sliding interfaces. Figure 4.4 is a depiction of the type of boundaries used on the surfaces of the stage mesh, where all the surfaces in color grey are set as solid boundaries. When studs were used in the simulation, another boundary called Studs was assigned to the Stator volume.
4.2.3 Detail of Interpolative Interface and Studs Volume Mesh

An important feature of the meshes used in this work is the location of the sliding interface and the volume mesh around the studs. In previous work with this turbo-machine performed at the SimCenter, the sliding interface between the Rotor and Stator volumes was located approximately halfway between the fan blades and the stator vanes. Creating surface and volumes meshes near this interface was relatively simple since the components of the stage that possess many details were not in the vicinity. Adding the studs on the casing near the trailing edge of the fan blades for use as casing treatment added a level of complexity for two reasons: (i) the need for a new sliding interface around the location of the studs, and (ii) making use of a separate volume mesh for the regions where studs were to be included.

Adding a second interface for the studs was necessary because the flow solver requires that structures like this be in a stationary frame, and the location of the studs is very near the blades in the Rotor volume, a rotating frame. Creating a separate volume mesh for the near vicinity of the studs had a strategic purpose related to the results of the simulations: any changes in the solutions and the flow-field could be attributed only to the introduction of the casing treatment and not to changes on the rest of the mesh brought about by the introduction of the casing treatment. Having a block that isolated the mesh around the studs allowed introducing the studs, modifying their geometry, and recreating the volume only within that block, while leaving the rest of the stage volume mesh untouched. Figure 4.5 shows (in pink) the sliding interface between the rotor and stator sections, and the sliding interface for the studs alone.
Initial simulations with two sliding interfaces were successful but run time increased dramatically. Relative to simulations with a single sliding interface, using two sliding interfaces took approximately 30% longer to run. This motivated a work around alternative to using two such interfaces. It was decided that the main sliding interface be brought near the trailing edges of the fan blades, such that the studs were now part of the Stator volume instead of being located within the Rotor volume. A separate volume block could still be created for the studs region where the surface meshes defining the block, other than the surface on the casing and the studs, were constant. This allowed merging the studs volume block with the Stator volume exactly the same way every time a modification of the casing treatment was done. Figure 4.6 serves to visualize the details described above.
Figure 4.6 shows the surfaces separating the three blocks described in this section. All grey surfaces are actual solid surfaces. The green, yellow and red (mesh) surfaces remain unchanged with the modifications of the casing treatment geometry. The green surface is the sliding interface on the rotor side. The red surface meshes on each block are identical. When the Studs block and the Stator block are merged, the red surfaces are matched point to point and are unaccounted for once a single block is defined. Finally, once the Studs block and the Stator block are merged into a single one, the yellow surfaces become the single sliding interface on the stator side. When the baseline, smooth casing (no studs), case was tested, the ring shaped volume mesh (the “studs block” in Figure 4.6) contained no studs.
4.2.4 Finalizing the Mesh

Once the generation of the volume meshes is concluded, they can be exported with Pointwise into mesh files. Making the mesh files suitable for the flow solver is a process that requires the use of various software tools developed in-house. First, the meshes are checked for errors (i.e. negative volumes, “orphan” nodes) using the “gridcheck” tool. The next step is to merge the Studs and the Stator volume meshes into the complete Stator volume mesh using the “SUGG” (SimCenter unstructured grid generation) tool. Then, the Rotor and the Stator volume meshes are concatenated using the “gridcat” tool. Once the mesh files are finalized and suitable for simulation, the Rotor volume mesh contains about 7.5 million nodes and the Stator volume mesh contains about 8.6 million nodes, for a total of about 16.1 million nodes for the turbofan stage. Figure 4.7 shows a plane cut of all volume meshes across the sliding interface once they are merged and concatenated.

Figure 4.7 Aft-looking-forward view of volume mesh after generation and merging where the casing surface is shown in green, rotor blades and studs are depicted in pink, and a plane cut of the volume mesh is depicted in grey.
4.3 Setting Up and Running Cases

Once a mesh is ready, the next step is creating files that define for the solver the boundary conditions and the parameters the solver should use for performing computations. The SimCenter-developed software “TenasiGui” is used for this purpose. TenasiGui is a graphical user interface to the flow solver Tenasi designed to make the creation of the boundary and parameter files easy, and to provide tools to monitor the progress of the solution during run time.

The boundary condition file assigns boundary conditions to the surface boundaries defined in the mesh file. This is where the values of total pressure and total temperature are assigned to the rotor inflow boundary, where the back pressure is defined at the stator outflow, and where the solid walls are defined as adiabatic no-slip surfaces. The periodic surfaces are defined as axisymmetric boundaries, and the rotor outflow and stator inflow boundaries are matched as interpolative partners. This file also defines whether a volume mesh is set in a rotating or stationary frame of reference.

The parameters file defines the parameters the solver will use to perform the numerical simulations. This is where the solver is set to pick up initial conditions from another solution file or if the simulations are to be started from zero velocities in the flow-field, for example. The total number of steps and the time step size are defined here, as well as the number of steps to used first order spatial discretization before switching to second order. Reference values are specified, flow regime, turbulence model, and numerical schemes for solving the governing equations, just to name a few of the input parameters that are commonly needed.

Next is the decomposition of the mesh file, which is done using the SimCenter’s “decomp” tool. Required as inputs for mesh decomposition are the mesh file name, the length units used in
the mesh file, a case name, and the number of subdomains in which to decompose the mesh (which is the number of processors to be used for computation).

Finally, the cases are submitted to an in-house cluster for computation. Once submitted, some general computed values can be monitored from the file with the “.out” extension. Other files that record residuals, changes in solutions, and even timing are available for monitoring. Still other files are available to interact at run time with the solver to, for example, have the solver export solution files at any given time-step, or to terminate the run immediately, if so desired. If the simulation becomes unstable and computations are terminated, the flow solver will export files specifying the coordinate locations in the mesh where variable solutions became undefined or unrepresentable values (not-a-number, NaN). Furthermore, when using rotating frames of reference in the simulation, if the solver is unable to find points on a rotating frame, it will suspend the computations and export files providing locations of the “unfound” points.

Once the solver finishes performing computations, information in the files provided by the solver can be extracted and analyzed to help decide whether running the case is concluded. In the present work, this is done by plotting the values of mass flow rate through the duct. When the plot shows the mass flow has remained essentially constant over several revolutions, it is deemed the solutions have arrived at convergence. Otherwise, the solver is re-started using the most recent solutions typically until the mass flow stabilizes. Figure 4.8 is an example of a mass flow plot indicating convergence of solutions. The figure shows that a first simulation of 40 revolutions was ran using 90 steps per revolution. The second simulation ran 4 revolutions using 900 steps per revolution. Finally, a third simulation ran 2 revolutions using 1800 steps per revolution.
4.4 Post-Processing and Visualization

Once a case is completed, the solutions are post-processed and analyzed. First, the solution files, provided by each processor used in the computations, are recomposed into a single file using the SimCenter’s “recomp” tool. Then, the solutions in the flow-field can be visualized using the FieldView software [36] to observe the details of interest. FieldView can provide visualization of scalar and vector fields, depending on the type of information being analyzed. It also provides tools for extraction of data that may be of particular interest to the user. For example, in this work, such data has been velocity magnitudes, flow directions, pressure and temperature values, among others. GNUPlot [37] was used whenever such kind of data needed plotting for better analysis, and GNUPlot scripts were used to automate the process. Also, extraction of information from solution files was possible through development of Python scripts.
CHAPTER 5
RESULTS OF BASELINE SIMULATIONS

This chapter presents the results of the simulations of the fan stage with a smooth casing. Such results are compared against the experimental measures of performance of the SDT2-R4 to ensure an acceptable degree of agreement. This process is called validation, and achieving it is the first major part of this work and a very important step. The reason is that being able to computationally reproduce the experimental results provides a level of confidence in the results of the simulations for the modified geometry. It can then be said that the findings from this computational study resemble closely what would happen in a real case scenario. At this point, no casing treatment results are yet considered.

The performance values were calculated from simulations on the stage for corrected speeds of 100% and 87.5% of the design speed, which is 12,657 RPM. The quantities used to calculate the performance were mass flow, total pressure, and total temperature. Such quantities were integrated at the planes of the stage inlet, at the fan exit rake, and at the stator exit rake, as documented by Hughes [2] and shown in Figure 5.1. Also, the computed values presented here are for a range from the choke point (maximum mass flow) to a mass flow rate similar to that presented in the experimental results (92.1 lbm/s approximately).
5.1 Performance Maps

5.1.1 Fan Performance

The pressure ratio, temperature ratio, and adiabatic efficiency curves for the fan rotor only are given in Figures 5.2, 5.3 and 5.4, respectively. The values used for their calculation were integrated at the stage inlet and at the fan exit only. The values of adiabatic efficiency were calculated using total pressure and total temperature values, and equation 5.1. The experimental values were obtained from Hughes [2].

\[
\eta_{ad} = \frac{(p_2/p_1)^{(\gamma-1)/\gamma} - 1}{(T_2/T_1) - 1}
\]  

(5.1)

The performance curves from the simulation are observed to closely resemble the experimental results with a slight over-prediction at both speeds. The trends of the pressure ratio curves are similar, only shifted up by an average of 0.95% for the 87.5% speed line and 0.50% for the
100% speed line. In the case of temperature ratios, the over-prediction in the 87.5% speed line is of about 0.28%, and 0.18% for the 100% speed line.

One of the main reasons for these discrepancies can be attributed to the computational mesh. This is concluded from considering previous studies performed by other authors using the same flow solver with the same parameters. In the works by Hyams [27] and Lin [3], simulations were carried out on the same turbofan model and using Tenasi. Each author used a different mesh that was tailored to the purposes of their study. Their results, although resembling closely the data from the experiments, had some over or under prediction as is the case here. In this work, a mesh study showing solution convergence by mesh refinement is not in order since there were other challenges to overcome (i.e. working sliding interface, matching experimental data). However, two volume meshes created using the same surface mesh but different number of viscous layers were tested obtaining different results. More insight on this is provided in section 5.3, but it can be said here that a better approximation of the experimental results can be obtained by varying the number of viscous layers and, also, by choosing a viscous spacing based on different fan speeds.

The computed curve for adiabatic efficiency of the fan matches very well the efficiency curve obtained in the experiments, as shown in Figure 5.4. In spite of the over-predictions observed in the computed results of pressure and temperature ratios, the agreement in efficiencies does not come as a surprise since such over-predictions would be expected to partially balance through the fraction in equation 5.1. Overall, the results obtained for the fan performance can be considered good, since the curve trends are very similar and the discrepancies are very small.
Figure 5.2 Fan total pressure ratio.

Figure 5.3 Fan total temperature ratio.
5.1.2 Stage Performance

The total pressure ratio curve for the stage is given in Figure 5.5. In the case of the 100% speed line, the agreement is very good. This is not quite the case for the 87.5% speed line where the pressure ratio at the choke point is over-predicted by about 1.46%, but the difference diminishes as the mass flow rate decreases.

The red curves in Figure 5.6 show the computed results of adiabatic efficiency. It is observed that the shape of the 100% computed curve is very similar to the experimental one and they overlap with a somewhat differing result for the last point closer to stall. This is not the case for the 87.5% speed line, where only the trend of the curve is similar. Most of the values here have some level of disagreement, with the largest one being of 0.97% at about 91.3 lbm/s mass flow.

Figure 5.4 Fan adiabatic efficiency.
Figure 5.5  Stage total pressure ratio.

Figure 5.6  Stage adiabatic efficiency.
One important aspect is to be noted about the calculation of adiabatic efficiency. According to the report of the experimental results [2], the calculation of the adiabatic efficiency for the stage was performed using the temperature ratios for the fan since the temperature ratios for the stage were not obtained (therefore not presented). In the experiments, the temperature ratios were not expected to change significantly across the stator vanes. However, the adiabatic efficiency curves for the stage presented here in red were calculated using a temperature ratio calculated across the entire stage. The stage adiabatic efficiency curves calculated using the fan temperature ratio are provided in green and do not agree very well with the reported results. It is observed that at the choke point the disagreements are not big, but become greater as the mass flow rate decreases and the curve moves toward the near stall region (left side). This observation actually correlates with the plot of temperature ratio changes across the stage for the 100\% speed case, presented through Figure 5.7. In this figure, it is seen that there is indeed a decrease in temperature ratio as the flow passes through the stator, which is greater for flow conditions near stall. A similar point is made by Hyams [27]. For this reason, and simply by the fact that temperature ratios across the stage are available for the adiabatic efficiency calculation, it is decided that adiabatic efficiencies are calculated this way for the rest of this work.

Finally, three notes are made on the mass flow rates. First, solutions given in this chapter are on mass flow ranges similar to the ones reported for the experiments. Second, the difference between computed mass flow across inlet and outlet surfaces, also known as mass imbalance, is very small for all tested cases, as shown in Figure 5.8. This adds confidence to the solver and the computational mesh validation. Third, it cannot be said that stalled flow conditions were captured in the simulations in this work because only a portion of the turbofan wheel was simulated, and
because stall point conditions were not reported (or captured) in the experiments. However, the entire simulated flow range shall be reported when presenting a comparison of results with casing treatment, and included will be the last experimental point of stable flow-field which will be used as a reference for range extension.

Figure 5.7  Temperature ratio across stage for choked flow conditions, peak efficiency, and near stall at 100% speed.

Figure 5.8  Mass imbalances at solution termination where the values are presented as a percentage of mass flow through passage.
5.2 Analysis of Flow Field

In the present section the simulated flowfields at design speed are visualized through some of the variables solved in the governing equations and other quantities calculated from these solutions. The goal of this exercise is two fold. The first goal is to correlate the solutions to the physical behavior of the flow-field at various conditions; the second goal is to observe details of the flow-field and gain insight on flow phenomena.

5.2.1 Location of Shocks by Operating Condition

Figure 5.9 displays the surface of the turbofan section colored by static pressure at different flow conditions. The flow conditions were varied by setting the static pressure at the outlet surface (back pressure) to values that emulate the flow conditions at the choke point, at peak efficiency, and at a near stall condition. The choked operating condition corresponds to the right-most point in the 100% speed red curve in Figure 5.5. The computed peak efficiency condition corresponds to the highest point in the 100% speed red curve in Figure 5.6. The computed near stall flow condition would correspond to the last point on the left side of the 100% speed performance curve. This operating point is usually the last that displays a stable flow rate before setting the back pressure to a slightly higher value that causes a dramatic drop in mass flow rate. The computed performance curves shown in Figures 5.5 and 5.6 are limited only to the range of the curves provided in the report of the experiments [2] in order to better compare the solutions. The entire computed curves will be included when reporting the performance curves using the casing treatment.

From the pressure coloring across all surfaces, the changing of the flow conditions is observed as it passes through the blade structures. Starting with the stators, it is seen that there is
an increase in pressure across that row, which is gradual but greater as the flow conditions move from choked to near stall. This is expected since the stator blades are designed to work as diffusers, slowing down the flow to provide a contribution in the static pressure rise.

Figure 5.9 Stage surfaces colored by static pressure at different flow conditions.

As this is a transonic fan, various shocks can be spotted on the fan blade surfaces which diverge in extent and location based on flow conditions. In the choked flow condition, one large shock is located across a significant portion of the blade, and a small one is near the tip. The large shock starts at a location about 30% of the span and 50% of the chord, and extends diagonally to the tip at the trailing edge. The small shock appears at about 85% span and at about 20% chord forward
of the trailing edge. Visualizations of radial cuts of density at 60% and 95% span are provided in Figures 5.10a and 5.12a, respectively, to correlate the above mentioned descriptions with the flow through the passage and upstream of the stage. At 60% span, a well defined shock is located in the passage at about 25% chord from the trailing edge on the suction side, which corresponds to the large shock mentioned above. A region of high density change near the leading edge of the blade is also spotted which gives an indication of the formation of a shock as approaching the tip of the blade. In the 95% span view, the large shock across the passage is observed to be very much at the exit of the passage, and an oblique shock from the leading edge of the blade makes its way across the passage to interact with the adjacent blade suction surface at about 20% chord distance from the trailing edge.

Back to the surface for peak efficiency in Figure 5.9, it is observed that a shock located about 35% chord distance from trailing edge, clearly extends from about 65% span up to the tip. This correlates to Figures 5.10b and 5.12b. At 60% span, a distinguishable shock is not observed, although certainly regions of rapidly changing density across the passage and at the blade leading edge are present. At 95% span, it is observed that a shock forms at the leading edge of the rotor fan and extends across the passage to impinge as an almost normal shock on the adjacent blade suction surface.

In the near-stall surface in Figure 5.9, a strong shock is observed extending diagonally from near the root of the fan blade at the leading edge to approximately 45% chord distance from the leading edge at the tip. At 60% span in Figure 5.10c, a shock about 25% from the leading edge is spotted interacting with the suction surface of the blade. At the 95% span in Figure 5.12c the shock is seen to be fully formed interacting with the suction surface an approximate angle of 100° and
slightly upstream of the leading edge of the adjacent blade. Overall, it is observed that the shock moves forward as the back pressure is increased (driving the flow to near stall conditions).

Figure 5.12 provides a similar visualization to Figures 5.10 and 5.11, except the radial cut is at 98% of the span. The shock structures have changed from the ones observed in Figure 5.11, but not by much. For the choked flow condition, the shock starting at the leading edge has become more oblique at this radial location, and it interacts with the adjacent blade suction side a little closer to the trailing edge compared to the 95% span location. Also, the shock in the passage has moved further downstream to where it seemed as if it did not interact much with the suction blade side. In the computed peak efficiency flow condition, the shock just upstream the leading edge of the blade has turned slightly oblique across the passage but still interacts in a direction normal to the adjacent blade suction surface. In the near stall flow condition, the angle at which the shock interacts with the suction blade surface has increased to about 102°.
Figure 5.10  Radial cut at 60% span colored by density (in $kg/m^3$) for three back pressure conditions.
Figure 5.11  Radial cut at 95% span colored by density (in $kg/m^3$) for three back pressure conditions.
Figure 5.12  Radial cut at 98\% span colored by density (in $kg/m^3$) for three back pressure conditions.
5.2.2 Low Momentum Regions by Operating Condition

Figure 5.13 is given to introduce the issue which creates the interest for working on stability enhancing methods. A location that causes flow instability is observed, occurring predominantly downstream of the passage shock, initiated by the interaction between the tip gap flow (a secondary flow) and the boundary layer buildup on the casing. Figure 5.13 shows radial cuts colored by relative Mach number at slightly different locations for each flow condition, all very close to the casing. The cut for the choked flow (left) is at 97.98% span, the cut for the computed peak efficiency flow (center) is at 98.50% span, and the cut for the near stall flow condition is at about 99.95% span. These radial locations were chosen in order to place the cuts where a spot with the minimum value was observed in the region of low relative Mach number. The red stream lines were constructed using relative velocities and were seeded in the spots of minimum relative Mach number.

The tip gap flow is fluid moving through the space between a blade tip and the casing, and this flow is driven by the pressure difference between the pressure side and the suction side of a blade. When adverse pressure gradients in the axial direction increase (conditions move toward stall, mass flow decreases), a boundary layer buildup forms just downstream of the passage shock, which is a region of low momentum flow than can be visualized through the blue regions in Figure 5.13. In this figure, the operating conditions computed are choked flow on the left (115kPa back pressure), computed peak efficiency at the center (122.5kPa back pressure) and computed near stall on the right (131.7kPa back pressure). When a portion of the tip gap flow interacts with this region, it turns into a vortex that expands, and, at high back pressures, forms an unstable flow region also known as stall cell.
Figure 5.13  Stream lines and radial cuts of solution field colored by relative Mach number.

In Figure 5.14, the same radial cuts from Figure 5.13 are used to display relative velocity vectors. Relative velocity is the velocity of the flow as observed from the point of view of the fan blades. In the right-most picture, corresponding to the near-stall flow condition, a region where the flow decelerates and has a tangential direction component is observed near the suction side of the blade at the right side of the picture. Finally, Figure 5.15 shows multiple planes of constant axial locations colored by relative Mach number. The point of view for the three flow conditions (choke at left, peak efficiency at center and near stall at right) is the same, but the location of the planes are different. Also, the stream lines shown are the same as in Figure 5.13. The purpose of Figure 5.15 is to have a three dimensional view of the low momentum regions under consideration.
Figure 5.14  Relative velocity vectors.

Figure 5.15  Forward-looking-aft view of constant x planes near low Mach number region.
5.2.3 Instability Region in Near-Stall Operating Condition

Next, a closer look is taken at the low momentum region at the near stall flow condition, which is achieved by setting the back pressure to 131.7 kPa. This is considered the last stable point since increasing the back pressure by 100Pa was found to cause the computed mass flow rate to drop. Various unstable flow features found at this condition are expected to be related to the stalling phenomenon in the turbofan.

Figure 5.16 displays radial cuts, colored by relative momentum magnitude, about the location of the low momentum region at near-stall flow conditions. For the purpose of capturing the full extent of this region, the tip of the blades are aligned with the horizontal direction in these images. The lower surface of the cell (away from the casing) can be spotted at 94.6% span location, while the core is observed to be approximately at 98.5% span. The radial cut at the fan blade tip does not allow for a full view of the low momentum region anymore (due to the shape of the casing), but it provides a view of a streak of low momentum flow starting at the leading edge of the fan blade. It can be deduced from these images that the bulk of the flow passing through this region originates from the gap at the blade tip.
(a) Radial cut at 94.6% of span.

(b) Radial cut at 98.5% of span.

(c) Radial cut at fan tip.

Figure 5.16  Low momentum region near casing for baseline case near stall.
While Figure 5.16 provides a “top view” of the extent of the low momentum flow region, a view of the region’s extent with respect to the passage flow is also desired. In order to achieve this, a plane is defined approximately coincident to the passage shock, called the “shock plane,” and various planar cuts are created along the blade tip chord parallel to the shock plane; these are shown in Figure 5.17. The location of the cuts along the blade tip chord are 6%, 45% (shock location), 62% (core of low momentum region), and 100% (trailing edge). As the cell is a low momentum region, it was expected to create some blockage for the rest of the incoming passage flow. This is more evident through Figure 5.17, which also shows that the flow is forced to accelerate around the cell (Figures 5.17c and 5.17d).
Figure 5.17  Forward-looking-aft view of parallel-to-shock plane cuts of low momentum region for baseline case near stall.
Figure 5.18 provides a three dimensional visualization of the observations made through Figures 5.16 and 5.17. This was achieved by creating an isosurface of the kinematic viscosity \( \nu \) (also known as momentum diffusivity) at a value of 6000 m\(^2\)/s. This variable and this value were chosen such that the resulting surface enclosed the region under scrutiny. The isosurface colored by relative Mach number is shown in Figure 5.18a. Figure 5.18b depicts the relative velocity vectors of the flow on the \( \nu \) isosurface. From this view, it is noticed that the fluid changes direction based on its radial and chord location and gives the impression that the fluid in this region possesses some vorticity. In order to further investigate this and observe the path of the flow at various points of the isosurface, ribbon shaped streamlines were seeded and shown in Figure 5.19. Figure 5.19a shows ribbons seeded at three different locations. The seeding of the red ribbons was done on spots of the isosurface showing the lowest values of relative momentum. The path traced shows flow originating at the tip gap location very close to where the shock interacts with the blade. The pink ribbons were seeded on the lowest relative momentum spots of the shock-parallel plane at 62% of the blade tip chord (location of core cell), and they trace a path of flow crossing the tip gap just upstream the shock. The purple ribbons were seeded along the blade tip from the leading edge to 25% of the chord and from 65% of the chord to the trailing edge. These are locations where other ribbons do not cross the tip gap. All streamlines are observed to describe a flow path rolling into a vortex sheet, and the streamlines the cross the tip gap near the shock location describe flow that is more likely to become unstable within the low momentum region. Figure 5.19b shows streamlines that were seeded along the tip gap edges very close to the casing. Compared to the streamlines shown in Figure 5.19a, these also cross the tip gap of the adjacent blade. In addition, the streamlines in Figure 5.19b show that the flow originating from the leading edge to about 40%
chord length moves under the flow originating downstream the 40% chord length location. This behavior is commonly associated with stall flow conditions.

![Figure 5.18](image1)

(a) Momentum diffusivity $\nu$ isosurface. Forward-looking-aft view.

![Figure 5.18](image2)

(b) Relative velocity vectors on $\nu$ isosurface.

Figure 5.18  Low momentum region as exposed by $\nu$ isosurface.
Isosurfaces of the kinematic viscosity $\nu$ at the same value were created in the stator region, as shown in Figure 5.20. Streamlines were seeded on these isosurfaces in a similar fashion as those in Figure 5.19. No vortices or flow separation are observed from these streamlines as compared to the unstable flow features found in the rotor blade passage.
Figure 5.20  Flow pattern around stator vanes for baseline case near stall.
5.3 Influence of the Mesh on the Solutions

As it was mentioned earlier in Chapter 5, mesh generation can be a very time demanding process, and even more so depending on the complexity of the problem. In this work, almost half of the time and energy spent went toward being able to approximately reproduce the experimental results, and most of that went toward the mesh generation process.

Mesh convergence studies have not been carried in this work, but one such study on the same turbofan model is available from Lin [3]. Although a formal mesh study was not performed to study solution convergence as a function of mesh refinement, various computational meshes (more than 30), different in both the surface mesh and the number of viscous layers, were tested before arriving at solutions that were acceptable.

Stage performance curves obtained from simulations using previous meshes are shown in Figures 5.21 and 5.22. The solutions in Figure 5.21 were obtained with a volume mesh that had a very similar surface mesh to the one used for obtaining the solutions reported in sections 5.1 and 5.2, but it differed in the number of viscous layers. Previously, it was thought that a large number of viscous layers would provide better solutions, and it was decided to insert in the volume mesh as many viscous layers as the meshing software was capable of. That number turned out to be 29. In contrast, the solutions reported in the previous sections used a mesh with 16 viscous layers. As observed in Figure 5.21, the performance curves obtained using 29 viscous layers (less points on the curve were computed) show a consistent under-prediction of performance metrics. From this it is observed that the solutions can be sensitive to the number of viscous layers and that it is possible to have "too many" viscous layers in the volume mesh.
Figure 5.21  Comparing performance maps obtained when using a maximum of 29 viscous layers in the computational mesh.

Earlier, a similar approach of using as many as possible viscous layers was used on different surface meshes. The earlier surface meshes were different from the ones used for the solutions reported in the previous sections of this chapter in the clustering of points along the edges of the blades. Previously, significantly less points were used in such edges, with the intention of keeping the mesh point count low in order to use less cores when running the simulation. A similar approach was taken for the clustering of points on the rest of the surfaces away from the edges. The results of using one such mesh are presented in Figure 5.22. This figure includes computed maps from simulations with studs that were carried early in this work. It is observed that, not only were the performance metrics under-predicted, but also the performance curves were shifted left from where the experimentally obtained performance curves stand. From these figures, one thing is observed that is generally known in the field of CFD application for turbo-machinery: the solutions can be very sensitive to changes introduced on the mesh.
Figure 5.22  Performance curves obtained in earlier stages of this work where a maximum of 29 viscous layers and a different surface mesh were used.
CHAPTER 6
CASING TREATMENT SIMULATION

In this chapter, the results of simulating the operation of the turbofan using the protruding studs casing treatment are presented. First, the solutions from using the original studs introduced in subsection 3.2.1.1 are presented through performance maps. Then, performance maps obtained from using the variations of the original studs and the dome shaped studs are given. The chapter finishes with presentation of flow-field features from the effects of the casing treatment through measurement of flow axial velocities and angles at different locations, as well as through visualization of the features using variables such as momentum and Mach number.

Before reporting the results of using the casing treatment, a few notes are useful to mention. First, one of the goals of using any form of stability control is extending the stall margin of the compression system. This means enabling the turbofan or compressor to operate at lower mass flow rates than it could without the stability control. In the performance curves, this effect is manifested as an extension of the curves to the left, with smaller mass flow rates in the operating range as compared to the baseline case (no casing treatment). Second, it is hoped that the stability control extends the operating range with a minimal amount of performance degradation to the compression system. Finally, experimental studies in the field of turbomachinery compare the performance changes due to using stability controls by analyzing flow-fields of different cases with mass flow rates that match. In contrast, this study compares flow-fields by matching conditions of
back pressure, since the flow conditions are set in the simulations by changing the pressure at the outflow plane. This entails that the cases being compared will be of different mass flow operating conditions. Therefore, this fact will be kept in mind in the presentation of the analyses.

6.1 Performance Maps

6.1.1 Original Studs

Figures 6.1 and 6.2 present the performance curves of the operation of the turbofan when the original protruding studs are in place. The point of comparison used to evaluate the efficacy of the casing treatment is the performance curve obtained from simulation of the turbofan without casing treatment. Such results were introduced in section 5.1.2 with a mass flow extent similar to what was presented in the report of the experimental analysis of the stage. In the performance curves below, the entire extent of mass flow obtained through the simulations is included, from the choked flow point to the last operating point for which the computations yielded a "stable" flow-field, i.e. mass flow rate converged for the given back pressure condition.

The pressure ratio curves are shown in Figure 6.1. It is observed that using the initial configuration of the elongated "U" shaped studs does not have a great negative impact in the pressure rise characteristics of the turbofan. As computed, the pressure ratio at 122.5 kPa back pressure decreases by about 0.13% and 0.08% for Studs 1 and Studs 2, respectively; and at 131 kPa back pressure, the pressure ratio decrease is approximately 0.25% and 0.13% for Studs 1 and Studs 2, respectively. The pressure ratio curves also show that Studs 1 has a greater negative impact than Studs 2.
Figure 6.1  Stage total pressure ratio.

Figure 6.2  Stage total pressure ratio.
As expected, a drop in adiabatic efficiency results from adding protruding structures that interact with the flow. This can be seen from Figure 6.2, which also reveals that Studs 1 has a greater negative impact on efficiency. According to computations, the efficiency drop at a 122.5 kPa back pressure is about 1.6% for Studs 1 and 1.1% for Studs 2; while at 131 kPa back pressure, the efficiencies decrease by about 1.4% and 0.9% for Studs 1 and Studs 2, respectively.

The drop in both efficiency and pressure ratio are credited to the irreversibilities created from the interaction of the flow near the casing with the studs. Such irreversibilites also show as an increase in temperature, as shown in the temperature ratio curves in Figure 6.3. The computations show that the increase in temperature ratio is of about 0.13%, which is mostly consistent throughout the curve and slightly higher for Studs 1.
The two operating points of comparison up to now have been the back pressure values of 122.5 kPa and 131 kPa. This is because the computations yield the highest adiabatic efficiency at 122.5 kPa (Figure 6.2), and because the mass flow difference between the three cases at 131 kPa operating point is less than 1%. Table 6.1 below provides detailed information about the changes.

Table 6.1  Change in performance across results for eleven tested back pressures.

<table>
<thead>
<tr>
<th>Back Pressure</th>
<th>Case</th>
<th>Flow Rate (lbm/s)</th>
<th>Pressure Ratio</th>
<th>Temperature Ratio</th>
<th>Adiabatic Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>132.4 kPa</td>
<td>Studs 2</td>
<td>84.81 (- —%)</td>
<td>1.487 (- —%)</td>
<td>1.150 (- —%)</td>
<td>0.802 (- —%)</td>
</tr>
<tr>
<td>132.2 kPa</td>
<td>Studs 1</td>
<td>84.80 (- —%)</td>
<td>1.485 (- —%)</td>
<td>1.150 (- —%)</td>
<td>0.798 (- —%)</td>
</tr>
<tr>
<td>131.7 kPa</td>
<td>Baseline</td>
<td>89.68</td>
<td>1.503</td>
<td>1.145</td>
<td>0.852</td>
</tr>
<tr>
<td></td>
<td>Studs 1</td>
<td>86.53 (-3.51%)</td>
<td>1.490 (-0.84%)</td>
<td>1.149 ( 0.33%)</td>
<td>0.812 (-4.64%)</td>
</tr>
<tr>
<td></td>
<td>Studs 2</td>
<td>87.47 (-2.46%)</td>
<td>1.495 (-0.53%)</td>
<td>1.148 ( 0.26%)</td>
<td>0.823 (-3.39%)</td>
</tr>
<tr>
<td>131 kPa</td>
<td>Baseline</td>
<td>91.50</td>
<td>1.503</td>
<td>1.143</td>
<td>0.862</td>
</tr>
<tr>
<td></td>
<td>Studs 1</td>
<td>90.71 (-0.86%)</td>
<td>1.499 (-0.25%)</td>
<td>1.145 ( 0.11%)</td>
<td>0.848 (-1.54%)</td>
</tr>
<tr>
<td></td>
<td>Studs 2</td>
<td>91.10 (-0.44%)</td>
<td>1.501 (-0.13%)</td>
<td>1.144 ( 0.08%)</td>
<td>0.854 (-0.93%)</td>
</tr>
<tr>
<td>130 kPa</td>
<td>Baseline</td>
<td>93.22</td>
<td>1.501</td>
<td>1.141</td>
<td>0.869</td>
</tr>
<tr>
<td></td>
<td>Studs 1</td>
<td>92.58 (-0.69%)</td>
<td>1.498 (-0.20%)</td>
<td>1.143 ( 0.12%)</td>
<td>0.857 (-1.47%)</td>
</tr>
<tr>
<td></td>
<td>Studs 2</td>
<td>92.89 (-0.35%)</td>
<td>1.499 (-0.10%)</td>
<td>1.142 ( 0.08%)</td>
<td>0.862 (-0.87%)</td>
</tr>
<tr>
<td>127.5 kPa</td>
<td>Baseline</td>
<td>96.38</td>
<td>1.492</td>
<td>1.138</td>
<td>0.880</td>
</tr>
<tr>
<td></td>
<td>Studs 1</td>
<td>95.84 (-0.56%)</td>
<td>1.490 (-0.17%)</td>
<td>1.139 ( 0.12%)</td>
<td>0.868 (-1.46%)</td>
</tr>
<tr>
<td></td>
<td>Studs 2</td>
<td>96.09 (-0.30%)</td>
<td>1.491 (-0.09%)</td>
<td>1.139 ( 0.08%)</td>
<td>0.873 (-0.90%)</td>
</tr>
<tr>
<td>125 kPa</td>
<td>Baseline</td>
<td>98.77</td>
<td>1.482</td>
<td>1.134</td>
<td>0.887</td>
</tr>
<tr>
<td></td>
<td>Studs 1</td>
<td>98.30 (-0.48%)</td>
<td>1.480 (-0.14%)</td>
<td>1.136 ( 0.14%)</td>
<td>0.874 (-1.53%)</td>
</tr>
<tr>
<td></td>
<td>Studs 2</td>
<td>98.51 (-0.26%)</td>
<td>1.481 (-0.07%)</td>
<td>1.135 ( 0.09%)</td>
<td>0.879 (-0.97%)</td>
</tr>
<tr>
<td>122.5 kPa</td>
<td>Baseline</td>
<td>100.77</td>
<td>1.471</td>
<td>1.131</td>
<td>0.891</td>
</tr>
<tr>
<td></td>
<td>Studs 1</td>
<td>100.32 (-0.45%)</td>
<td>1.469 (-0.13%)</td>
<td>1.133 ( 0.14%)</td>
<td>0.877 (-1.59%)</td>
</tr>
<tr>
<td></td>
<td>Studs 2</td>
<td>100.50 (-0.27%)</td>
<td>1.470 (-0.08%)</td>
<td>1.132 ( 0.10%)</td>
<td>0.882 (-1.08%)</td>
</tr>
<tr>
<td>120 kPa</td>
<td>Baseline</td>
<td>102.09</td>
<td>1.458</td>
<td>1.128</td>
<td>0.887</td>
</tr>
<tr>
<td></td>
<td>Studs 1</td>
<td>101.93 (-0.16%)</td>
<td>1.458 (-0.04%)</td>
<td>1.130 ( 0.13%)</td>
<td>0.876 (-1.19%)</td>
</tr>
<tr>
<td></td>
<td>Studs 2</td>
<td>102.01 (-0.08%)</td>
<td>1.458 (-0.01%)</td>
<td>1.129 ( 0.09%)</td>
<td>0.879 (-0.81%)</td>
</tr>
<tr>
<td>117.5 kPa</td>
<td>Baseline</td>
<td>102.56</td>
<td>1.441</td>
<td>1.126</td>
<td>0.871</td>
</tr>
<tr>
<td></td>
<td>Studs 1</td>
<td>102.53 (-0.03%)</td>
<td>1.442 ( 0.02%)</td>
<td>1.128 ( 0.13%)</td>
<td>0.862 (-1.06%)</td>
</tr>
<tr>
<td></td>
<td>Studs 2</td>
<td>102.56 ( 0.00%)</td>
<td>1.442 ( 0.02%)</td>
<td>1.127 ( 0.09%)</td>
<td>0.865 (-0.73%)</td>
</tr>
<tr>
<td>115 kPa</td>
<td>Baseline</td>
<td>102.77</td>
<td>1.423</td>
<td>1.124</td>
<td>0.855</td>
</tr>
<tr>
<td></td>
<td>Studs 1</td>
<td>102.78 ( 0.01%)</td>
<td>1.424 ( 0.04%)</td>
<td>1.126 ( 0.14%)</td>
<td>0.845 (-1.14%)</td>
</tr>
</tbody>
</table>
|               | Studs 2  | 102.79 ( 0.02%)   | 1.424 ( 0.03%) | 1.125 ( 0.10%)    | 0.848 (-0.80%)
The most important results that the computed performance maps reveal are the computed stall margin extension and the fact that the negative impact on performance is not high. As it was pointed at the beginning of this chapter, the main goal of a stability control system is range extension and, according to the computations, using protruding studs as a form of casing treatment has the potential of achieving this. By mass flow comparison of the last stable operation points (left-most points in the performance curves), a range extension of approximately 5.43% is observed with respect to mass flow rate for both forms of casing treatment. A slight difference in the efficiency curves suggest that Studs 2 is a more efficient configuration for the studs. The positive aspect of this is that, as suggested by the simulations, this form of casing treatment does not seem to be detrimental on the performance (reduction in mass flow rate, left shifting the entire curve), and that it can be used effectively when the compression system operates at off-design conditions. From this reasoning, it can be said that the studs could be introduced in the flow field only when it is detected that the flow-field approaches the unstable region, and they could be removed or retracted when normal operating conditions are re-established.

6.1.2 Variation of Studs

After assessing the performance changes introduced by the protruding studs, it was decided to test the performance of variations of the structures by dimension and also by shape. The purpose is to define possible directions of exploration of new stud geometries. First, different levels of protrusion were tested without changing other dimensions of the studs. The tested protrusion levels were, with respect to the original studs height, 50% (HS1 & HS2), 125% (LS1 & LS2), and 150% (XS1 & XS2). Then, a set of studs similar to Studs 1 were tested that were half in their
tangential extension and twice in number (W50). Finally, dome shaped studs were tested. They were generated by half a revolution of the "U" shape, and four times as many as the original studs were located equally spaced. Figure 6.4 gives a graphic description of the variations tested.

![Figure 6.4 New studs tested.](image)

6.1.2.1 Performance by Levels of Protrusion

Figures 6.5 through 6.7 are the performance curves of the studs with changed protrusion levels. The performance curves of the original studs are included for comparison. It is observed that the level of protrusion could be a variable of range extension. The studs with 50% height of the original studs seem to provide some extension. However, the extension that the 50% height studs provide is not 50% of the extension that the original studs provide. The studs with 125% height of the originals seem to provide a slightly higher extension, which suggests that there may be some room for exploration in terms of levels of protrusion for even greater range extension. However, there is a point at which increasing protrusion further could diminish the extension gains, as observed from the performance curves of the studs with 150% height of the originals. This combined with the degradation in the performance of the turbofan make using this level of protrusion completely counterproductive. In contrast to range extension, the decrease in pressure
ratio and adiabatic efficiency seems to vary more directly with protrusion level. Finally, it is also observed that the studs with sides aligned with the rotor blade stagger angle, at any level of protrusion, have a greater detrimental effect on pressure ratio and efficiency.

Figure 6.5  Stage total pressure ratio.
Figure 6.6  Stage adiabatic efficiency.

Figure 6.7  Stage total temperature ratio.
6.1.2.2  *Half Extension and Dome Shaped Studs*

Figures 6.8 through 6.10 provide the performance curves for the W50 studs, and the dome shaped studs. The performance curve obtained using Studs 2 is included for comparison. It is observed that the W50 studs seem to provide a greater stall margin compared to the dome shaped studs, and that using neither types of studs seem to have a significant loss of efficiency or pressure rise. However, the computed increase in stall margin is much less than that offered by Studs 2.

![SDT-R4 Stage Performance](image)

**Figure 6.8**  Stage total pressure ratio.
Figure 6.9 Stage adiabatic efficiency.

Figure 6.10 Stage total temperature ratio.
6.2 Flow-Field Analysis

In this section, features of the flowfield that are believed to be important in the stability of the stage are explored. Measures of axial velocities and turning angles are explored upstream and downstream of the fan as initial steps in understanding general characteristics of the flow. Next, visualizations of isosurfaces and streamlines are provided that give insight on what certain flow phenomena may look like physically. Finally, similar visualizations of the flow around the studs are given in an attempt to explain the differences in performance between the two original stud configurations. The analysis in this section is provided only for the baseline case and the original studs. The flow conditions explored are set by back pressures of 122.5 kPa (highest computed efficiency), 131 kPa (highest computed pressure ratio), 131.7 kPa (near stall condition for baseline case), and 132.2 kPa for Studs 1 and 132.4 kPa for Studs 2 (the new near stall conditions using casing treatment).

6.2.1 Radial Distribution of Axial Flow Velocity

In order to assess any changes in the flow-field away from the casing, the radial distribution of axial velocities was taken for solutions at conditions of 122.5 kPa, 131 kPa and 131.7 kPa back pressures. Visualizations of the axial momentum component for the 131 kPa and 131.7 kPa cases are available to correlate with the radial distribution plots. The radial measurements were taken at planes in two axial locations, upstream and downstream of the fan blades. The location of the upstream plane is one axial chord length forward of the fan leading edge tip, and the location of the downstream plane is one axial chord length aft of the fan trailing edge tip. The location of these sampling planes in the stage were chosen far enough from the fan in order to avoid sampling in a
region that is strongly influenced by the presence of the fan. They are shown in Figure 6.11. The span at the planes is defined as the radial location from the hub to the casing.

![Figure 6.11](image)

**Figure 6.11** Axial location of planes, where radial distribution samples were taken, displaying studs near the trailing edge of the rotor blades.

Figure 6.12 presents the radial distribution of the axial velocities for the solutions of the 122.5 kPa back pressure flow conditions. In the plot for the inlet plane measurements, it is observed, for the three cases that from the hub to about 4% span, the flow quickly picks up to about 90% of the maximum speed reported in the plot. From 4% to about 40% span, the flow increases to about 95% of the maximum axial speed almost linearly. From then, the flow arrives at its maximum axial speed at 60% span and decreases to approximately 95% maximum axial velocity at 85% span. From about 85% to 98% span, the flow decreases to approximately 85% of maximum axial speed, and then quickly to zero at the casing. Although, the profile described here is very similar for all
three cases, it is noticed that the profiles corresponding to the casing treatments are shifted to the left slightly. This can be attributed to the fact that protruding structures are imposing a certain blockage downstream and less fluid is now moving through the duct.

In the case of the axial velocities at the outlet plane, it is observed that the distribution is similar for the three cases. Starting at the hub to 7\% span, the flow goes from zero axial velocity to about 90\% of the maximum. From there to about 25\% span, the axial velocity seems to remain relatively unchanged or even decrease slightly. Then, up to 60\% span location, the axial velocity increases linearly to about 97\% of the maximum. From there to 85\% or 90\% span, the flow increases to maximum axial velocity. From 90\% span to the endwall, the flow goes from maximum axial speed to zero. Compared to the baseline, the casing treatment profile is shifted forward (to the right), and the velocity transition from maximum to zero happens more quickly. This shift of the profiles signals the effect of flow being displaced away from the casing toward regions of higher flow velocity.
Figure 6.12  Radial distribution of axial velocities at computed peak efficiency.
Figure 6.13 presents the radial distribution of the axial velocity component for the 131 kPa back pressure operating condition. The profiles of the distributions have remained similar to the ones for the 122.5 kPa operating point except for two important differences. The first is that the axial velocities have reduced at both inlet and outlet planes relative to those in the 122.5 kPa case. This correlates in part to the fact that the mass flow rate is less at this condition. The second difference is that, at the outlet plane, the radial location of the maximum axial speed has shifted down to 60% span. Once more, the transition from axial speed at 90% span to zero at the casing is faster in the casing treatment case than in the baseline case. Figure 6.14 is provided to go with the axial velocities radial distribution of the 131 kPa operating condition. This figure displays radial cuts colored by axial momentum (flow moving from top to bottom) using a color striped color map. The radial location is 75% fan blade span (about 78% span at the outlet sampling plane), which was chosen in order to capture some of the greater differences in axial velocity. By careful observation, it is seen that at this radial location the regions of higher axial momentum are greater in the casing treatment cases than in the baseline case. It can be observed that, in the casing treatment cases, the regions colored in red extend from the bottom into the blade passage region in some locations.

Figures 6.15 and 6.16 are axial velocity radial distribution profiles for the 131.7 kPa operating point and their corresponding axial momentum visualization. The axial velocities across the profile are shown to have further decreased relative to those in the 131 kPa case at both the inlet and outlet planes. Also, at the outlet plane, the casing treatment profiles displays smaller axial velocities than the baseline case, which did not occur for the two operating points shown before. These observations correspond to the fact that the mass flow rate has further decreased in the casing treatment cases. Regardless of the effect of the protruding studs, the amount of flow throughout the
duct is greater in the baseline case than in the casing treatment cases. This can be visually verified by Figure 6.16 (flow moving from top to bottom) by observing that the red coloring occupies greater regions in the baseline case images.
Figure 6.13  Radial distribution of axial velocities at 131kPa back pressure.
Figure 6.14  Comparison of axial momentum at a 75% fan blade span (78% outlet plane span) radial cut at 131 kPa back pressure.
Figure 6.15  Radial distribution of axial velocities at baseline computed near stall conditions.
Figure 6.16  Comparison of axial momentum at a 75% fan blade span (78% outlet plane span) radial cut at 131.7 kPa back pressure.
6.2.2 Radial Distribution of Relative Flow Angles

Averaged measurements were also taken of relative flow angles. Here, a relative flow angle is defined as the angle formed between a ray in the x-direction at a point (parallel to the axis of rotation) and the vector at that point that is equal to the relative velocity vector minus its radial velocity component. This definition is depicted in Figure 6.17. Figure 6.18 gives the radial distribution of the measurements for cases of 122.5 kPa and 131 kPa back pressures. These figures are a close up of the upper portion since this is where the greater differences show, but the profile of the entire span is provided in the insets. Only the measurements taken at the outlet plane are shown because the inlet plane measurements showed negligible changes. The results provided here show that the flow angles are affected by the presence of the casing treatment, as would be expected. The higher relative flow angles mean relatively smaller velocity components in the tangential direction of the flow near the casing. In other words, from observation of Figure 6.18, the casing treatment causes a decrease of the flow velocity in the tangential direction near the casing and a slight acceleration away from it. The turning point of flow “faster than” to “slower than” the baseline case in the tangential direction happens approximately at 90% of the outlet plane span, and this effect seems to be only slightly greater for the Studs 1 configuration.

![Figure 6.17 Definition of relative flow angle.](image-url)
(a) Relative flow angles at computed operating point with highest efficiency.

(b) Relative flow angles at 131kPa back pressure operating point.

Figure 6.18  Comparison of relative flow angles at outlet plane.
6.2.3 Flow-Field Features at 131.7 kPa Back Pressure

A close up view of the flow features is provided by Figure 6.19. It provides radial cuts colored by relative Mach number and located at 97.8% blade span, which is approximately at half of the protrusion level of the studs. The back pressure condition is 131.7 kPa, which is the last stable operating point tested for the baseline case. Figure 6.19 is analogous to Figure 5.13 in section 5.2. It serves to visualize regions of low momentum in the fan blade passage. In this case, it also serves to visualize the effects of the studs on the flow-field near the casing. The use of contour lines is avoided here in order to improve the visibility of the streamlines.

![Figure 6.19](image)

(a) Baseline  
(b) Studs 1  
(c) Studs 2

Figure 6.19 Comparison of relative Mach number in passages between baseline and casing treatment simulations, where the cuts are located at mid height of the studs (97.8% span).
The left-most picture in Figure 6.19 is for the baseline configuration with no casing treatment, the center picture is for the case with Studs 1, and the right-most picture is for the case with Studs 2. The red ribbons were seeded along the blade tip gap in order to track the path of the flow. The white ribbons represent streamlines seeded on various radial surfaces near the one shown, in spots where relative Mach number values were the lowest. The intention was to trace the origin of the fluid that passes through the regions of lowest momentum. Relative velocity vectors were used in the calculation of all streamlines.

From comparison of the radial cutting planes, it is observed that the region of low relative Mach number present in the baseline case is exacerbated in the presence of the protruding studs. Such regions have further expanded across the passage and display darker coloring (indicating lower relative Mach number) in comparison with the coloring of the baseline case. In addition, this effect on the relative Mach number seems to be stronger with the use of Studs 1.

The following observations can be made from comparing the streamlines across all cases. First, in all cases the flow represented by the white ribbon streamlines seem to originate from a location in the gap just downstream of the location of the shock. Second, for all cases, the flow represented by the red ribbons seems to take a turn around the core of a vortex and seems to originate in a location upstream of the shock. If the streamlines originate downstream of the location of the shock, their path seems to be straight and downstream. Third, the streamlines follow a more erratic path in the presence of the protruding studs, changing directions and taking more turns, most noticeably for the white ribbon streamlines. Finally, the streamlines seem to be driven below the radial surface when and away from the casing in the presence of the casing treatment, where as, in the baseline case, the streamlines continue their path near the casing. This suggests
that some of the lower momentum flow is being driven into the higher energy flow regions, away from the casing. The range extension suggested by the simulations could be partially credited to this observation.

Isosurfaces of $\nu$, provided in Figure 6.20, were created at a value of $6000 m^2/s$ in order to proceed with an analysis similar to that presented in subsection 5.2.3. A profile view of the isosurfaces created for the three cases is presented together in order to compare the effects of the casing treatment. The flow moves from right to left. The orientation of the blades was chosen in order to provide a better view of the isosurfaces.

By careful observation of the fan blade passage region near the casing, the main difference noticed is the increase in extension of the low momentum fluid, as it was mentioned in the analysis of Figure 6.19. Also, it is observed that there is a low momentum region near the casing that extends downstream of the studs (it extends further when using Studs 1). These observations suggest that the presence of the studs produces a large blockage near the casing, which extends from the fan blade passage to the region between the fan blades and the stator vanes. This blockage has the effect of redistributing the amount of fluid moving at different locations of the duct as if the duct geometry itself was being changed.

Changing focus to the stator region and downstream, it is observed that the low momentum region that existed near the hub in the baseline case at this back pressure has mostly diminished when using casing treatment. Now a large low momentum region has appeared closer to the casing for both casing treatment cases. This effect can be correlated to the findings reported on axial velocities and relative flow angles in subsections 6.2.1 and 6.2.2, respectively. It is believed that
the decreased speed of the fluid near the casing is largely responsible for this effect on the stator region.

Figure 6.20  Isosurface of ν side view comparison.
Next, Figure 6.21 is presented depicting ribbon shaped streamlines for both casing treatment cases, seeded in a similar way to those in Figure 5.19a. It is observed that the pattern of flow within the low momentum region in the flow passage is very random in both cases. There appears to be a greater tendency toward recirculation due to the adverse pressure enhanced by the presence of the studs. In this case, the flow tending toward recirculation seems to originate not only from the tip gap region but also from upstream of the blade leading edge. In addition, as in the baseline case, there is flow originating at the tip gap that crosses the gap of the adjacent blade. This time, however, the streamlines depicting flow crossing more than one tip gap did not need to be seeded only at specific locations of the gap as in the baseline case. In other words, the computations show a greater tendency for flow crossing more than one passage.
Finally, Figure 6.22 shows streamlines seeded on the $\nu$ isosurfaces presented in Figures 6.20b and 6.20c in the stator region. It is observed that a strong recirculation on the suction side of the blades near the casing has now appeared. This new flow feature was not observed in the baseline case, but now appears for both types of studs. It is attributed to the decrease in axial velocity near the casing, which was reported in sections 6.2.1 and 6.2.2, in combination with the adverse pressure gradient.
Figure 6.22  Recirculation on suction side of stator blades near casing for 131.7kPa back pressure.

6.2.4  Flow-Field Features at New Near-Stall Conditions With Casing Treatment

This subsection provides an analysis similar to that of subsection 6.2.3, using isosurfaces of $\nu$ and streamlines. The operating conditions are 132.2 kPa back pressure for the Studs 1 case and 132.4kPa back pressure for the Studs 2 case. These conditions are the last stable point tested and presented in the performance curves. They represent the new near-stall conditions for each stud configuration. It should be noted that although the back pressures differ by 200Pa, the mass
flow rates are very similar for each case at approximately 84.8 lbm/s which is very convenient for comparison.

Figure 6.23 displays isosurfaces of $\nu$ created for both stud cases in similar fashion as that created for the baseline case in Figure 5.18a. It is observed that now the low momentum region near the casing, as encased by the isosurface, extends from the blade flow passage, through the stator vanes, and all the way to the outlet plane. In addition, low momentum regions near the hub and downstream of the stator vanes have reappeared. The general observation from Figure 6.23 is then that the flow has remained stable until reaching this operating condition where the duct is constricted by very large regions of low momentum fluid.

Figure 6.24 displays the streamlines seeded on the $\nu$ isosurfaces in the fan blade passage region for both stud cases. In addition to some flow spilling into the adjacent passage, strong recirculation is observed. The fluid spilling and recirculating originates upstream of the blades and also at the tip gap region in locations upstream of the shock. Similarly, in Figure 6.25 for the stators, the recirculation observed at 131.7kPa back pressure operating condition has become stronger in the new near-stall operating condition. A final observation is that the flow patterns depicted by the streamlines at the fan blade passage and at the stator region for both studs configurations are very similar.
Figure 6.23  Forward-looking-aft view of isosurfaces of $\nu$ at near stall conditions using Studs 1 and Studs 2.
Figure 6.24  Patterns of tip gap flow using treatment at near stall conditions.
Figure 6.25  Recirculation on suction side of stator blades near casing for near stall conditions.

6.2.5  Studs 1 vs. Studs 2

Next is Figure 6.26, which is a radial isosurface colored by total temperature and at half way the protrusion of the studs (97.8% blade span). Solutions for this figure were calculated at 131.7kPa back pressure. The view on the left image is of the Studs 1 casing treatment, and Studs 2 is on the right. The different color patterns between the cases reveals that the total temperature increase is higher for Studs 1. This observation was made in subsection 6.1.1, where the total temperature rise curves were presented. This effect can be attributed to the fact that the flow interaction with Studs
1 is more harsh than with Studs 2, as depicted by Figure 6.27. In this figure, flow velocity vectors are displayed as one fan blade passes by both studs. It is observed on the left image that as the flow interacts with a stud from the Studs 1 configuration, flow recirculation occurs on the downstream face of the structure. In the case of flow interacting with a stud of the Studs 2 configuration, shown in the image on the right, the interaction appears to be more favorable because the flow is less likely to separate from the surface of the structure. Figure 6.28 shows flow patterns around the studs and serves to confirm the these observations.

(a) Studs 1

(b) Studs 2

Figure 6.26  Comparison of total temperature coloration across Studs 1 and Studs 2, where the radial cuts are located at mid height of the studs (97.8% span).
Figure 6.27 Comparison of velocity vectors around Studs 1 and Studs 2, where the radial cuts at mid height of the studs (97.8% span).

Figure 6.28 Flow patterns around Studs.
CHAPTER 7
CONCLUDING REMARKS

7.1 Conclusions

The following is a summary of the research performed in the study of protruding studs as a form of casing treatment:

- The performance measures obtained from experiments on a transonic turbofan have been reproduced by numerical simulations with a significant degree of success. The performance curves of the fan alone were approximated very well for the 100\% of design speed, and adequately for the 87.5\% of design speed. In the case of the stage performance (rotor and stator) the results of the simulation agree well with the reported performance with one consideration. The reproduction of the efficiency curves seems adequate when the computed stage temperature ratios are used in the calculations instead of the fan temperature ratios, as was done in the experiments. The computed stage efficiency curves reflect the trend but do not reproduce exactly the reported efficiency curves if the computed fan temperature ratios are used.

- A suitable computational mesh was created for carrying out the turbofan simulations that would also lend itself to the introduction of the casing treatment while introducing minimal changes in the mesh. It was found that performing this task was very labor intensive, and
it required a certain degree of skill and experience. Many computational meshes had been created before arriving at one that allowed acceptable reproduction of experimental results. It was found that the number of viscous layers has a significant impact on the solutions, along with the point distribution on the surfaces.

- From visualization of the computed flow-field, locations of low momentum flow from boundary layer buildup have been localized by coloring of isosurfaces with relative Mach number and relative momentum. Tip gap flow was tracked through streamlines to identify its path and visualize its interaction with the flow in low momentum regions. It has been observed that flow crossing the tip gap in locations of shock interaction with the blade suction surface also pass through the spots of lowest relative Mach number. It has also been observed that tip gap flow passing through locations upstream of the location of the shock have a tendency to make turns forming a vortex within the cells. In addition, streamlines seeded along the tip gap, very close to the casing, show flow also crossing the tip gap of adjacent fan blades.

- A form of casing treatment was tested via simulations, which suggest that it has a potential for increasing the range of operation of the compression system. The casing treatment consists of protruding studs in the shape of tangentially elongated "U’s." Two configurations were tested that differed in the alignment of the sides: in one the sides were aligned with the tip of the fan blade, while in the other, the sides were aligned opposite (see Chapter 5). The computations suggest that the protruding studs tested can increase the computed range of the turbofan between 5% and 5.5%. The pressure rise and efficiency costs from using this casing treatment are not high, and the second type of studs seems to be slightly more efficient.
Measurements and visualizations of the flow-field suggest the mechanisms for stability enhancement. First, it has been observed that the studs enforce a blockage in the location where a stall cell appeared when using no casing treatment. This forces fluid to flow under the studs and to accelerate. It has been observed through streamlines that tip gap flow, that would become part of stall cells, gets diverted away from the casing by the studs (Figure 6.19). It is thought that the tip gap flow ends up mixing with higher energy flow passing under the studs (Figure 6.15). Second, through visualization of kinematic viscosity isosurfaces, it was also observed that the presence of the studs creates regions of low momentum flow near the casing downstream of the studs, and the extension of these regions increases further downstream as the outlet back pressure condition is increased. At 131.7 kPa back pressure operating condition, the low momentum regions near the casing extends nearly to the location of the stator vanes. This causes a low momentum region downstream of the stators near the hub (Figure 5.20b) to disappear or to decrease in extent (Figure 6.20). At the new near-stall operating conditions reached using the original studs (132.2 kPa and 132.4 kPa for Studs 1 and Studs 2, respectively), it is observed through kinematic viscosity isosurfaces that the low momentum regions near the casing extend from the rotor blade passage to the outlet plane, and that the low momentum region downstream of the stators near the hub appear with a greater extension (Figure 6.23). From this it is thought that the low momentum region downstream of the stator near the hub may have an influence in the stalling of the fan stage when using protruding studs.
• Comparison of performance curves using casing treatment, and visualization of total temperature, velocity vectors at mid span and streamlines reveal that the shape of the studs with sides aligned opposite to the stagger angle of the rotor blades are more efficient the studs with sides aligned with rotor blade stagger angle.

• Variations of the original studs by protrusion level, extension in tangential direction, and a different shape were tested. The goal was to assess the impact on performance from these variations. From comparison of the performance curves, it was observed that varying degrees of increased stall margin can be obtained by changing the protrusion level of the studs.

7.2 Recommendations

From the foregoing summary, the following recommendations are made for future work:

• Perform a mesh convergence study.

• Perform simulations on a half or full wheel of the turbofan.

• Experiment with different numbers of viscous layers in the mesh by simulating the operation at various points of the performance curves.

• For the purpose of comparison at similar mass flow operating conditions, run simulations at slightly different back pressures in order to find operating conditions of matching mass flow.

• Further study the effects of protrusion levels.

• Study the impact of the location of the studs relative to the trailing edge of the rotor blades.

• Further analyze the mechanisms of stall at rotor and stator region when studs are in use.
• Study structural effects of the interaction between rotor blades and studs.

• Use the findings from this study to create an optimal design and location of the protruding studs.

• Simulate protruding studs in other compression systems.

• An experimental study of this type of casing treatment on a compression system would be desired.
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