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ABSTRACT

This study proposes a digital twin (DT) model for a two-arm collaborative robot that can
be deployed to simulate human arm motions using the reverse engineering process. A
collaborative robot named ABB Yumi — IRB14000 was considered for this study. The purpose of
the experiment was to find the best version of the digital twin model by applying translation and
rotation constraints in every part of the CAD model of the robot. After adding features to the
robot part files, Virtual Reality Modeling Language (VRML) format files were being created to
assemble it in 3D world Editor for DT formation and a grid layout was created that contained the
control panel of the collaborative model digital twin to connect it with the real world. Finally, a
cyber-physical system (CPS) interface was built to replicate human motion. Deep reinforcement

learning will be implemented using these two models for human motion simulation.
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CHAPTER 1

INTRODUCTION

Digital Twin (DT) is the latest slogan that accelerated the industry 4.0 revolution.
Industry 4.0 concept came to the public attention in a presentation back in 2011 by Professor
Wolfang Wahister, Director & CEO of the German Research Center for Artificial Intelligence.
Industry 4.0 refers to the automation of processes and machines by intelligent networking, cyber-
physical system, Internet of Things, Cloud Computing enabling smart manufacturing, process
optimization, and getting more responsive to customer demand and orientation (Alcacer et al.,
2019). The 10T devices are empowering the smart industries that create a new way of thinking
about the automation process despite its initial high cost. The next era is about implementing
machine learning algorithms in mass industries to automate the process.

Digital Twin is a compact package that is linked with the Internet of Things, Cloud
Computing, Artificial Intelligence, Edge Computing, etc. that resulting to process, machine, and
system automation. DT is combining operation Technology and Information Technology through
augmented reality. By analyzing the data for optimal decision making of the motion as well as
the interconnectivity of the machines and digital twin, an efficient system can be developed
which can take quality and lean concept to a whole new level (Pech et al., 2021). With the
advanced technology, Big data Analytics, 10T, the industrial revolution 4.0 is being initiated by

transforming process and value creation into data.



At present, the world is about connecting the dots. The recent development of cheaper
computation technology makes the Digital Twin one of the feasible iterative innovations
happening around the globe. As the 14.0 revolution is about connecting components, Digital
Twin is in the leading position to do it for several fields. It helps to store the data from several
components, to homogenize the entire data collection and to understand the pattern and make an
insightful analysis. The data can be modified and then can be tested in a virtual machine creating
a unique situation.

The DT model is a digital replica of a physical model which considers a dynamic
computerized unified system model that can be interacted by real-time synchronization with the
basic run time of the physical model allowing simultaneous data transmission (Batty, 2018). In
short, DT is the digitalized clone of the physical model. DT is the outcome of an infrastructure
that combines the Internet of Things (1oT), Cyber-Physical System (CPS), and materialized
Industry 4.0 concept (i-SCOOP, 2017). Many models represent the oversimplified physical
model as well as the complete replication of the real model, but there are a few types of research
on the two-arm collaborative robot model for process automation purposes. Aliaj worked on skin
marker motion capture datasets. They worked on human motion replication considering the
inertial forces, moments of high speed, and other biomechanical and orthopedic factors (Aliaj et
al., 2020). Amir used Solidworks and Simulink to replicate human arm motion to the virtual
model developed in Solidworks (Amir et al., 2017). They considered the Simulink model for
accurate motion capture to rely on functionality control. Jones et al. (2018) used the I0T to have
control over robotic arms from any place of the world. They used human arm motion data with
the help of a position sensor and upload it into a cloud platform and then use it to configure the
position of the robotic arm motion remotely (Jones et al., 2018). Only a few types of researches
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have been done on collaborative robots and their automation process. Some system used Field
Programmable Gate Array to do a specific task which is customized for specific work and it
takes a lot of modification to make it work for other tasks. Most of them used the same degrees
of freedom for input/output.

Digital Twins are 4 types in terms of applicability which are component Twins, asset
twins, system/unit twins, and process twins (Plank, Dec 16, 2019). Component Twins or part
twins are considered as a single component or part of the entire system. Ex: motor, rotor, etc.
Asset Twins are the combination of part twins. It contains several components and a certain task
to accomplish by working together. Ex: water pump, combustion engine, etc. System twins are
the next higher-level twin that contains several asset twins to make a combination of different
types of work-oriented asset or all production units and to execute different actions related to
them. Ex: Airplane, Spaceship, etc. The process twin combines all system twins where it
represents the whole production floor or facility. Process twin represents all the other twins’
functionalities, and the entire process is effective when they all work together and complete the

requirements. Ex: Complete Manufacturing process (Plank, Dec 16, 2019).

Physical Product o Digital Twin
Interoperability
Digital Twin Types Digital Twin Components
Data Synchronization
Physical Entity <
Physical Process Components/Parts Twin [* > Analytics — Machine
Connectivity 3 o ’

Physical System 2 PrOGEsE TWiR Learning/Artificial Intelligence

D Data Management

System Twin Cloud Server Platform

Figure 1.1 Conceptual Representation of Digital Twin



Reverse engineering means going back through the original design process. It is also
called back engineering. The process involves breaking down the whole assembly into parts. It is
mainly used to extract the right information from the original product to recreate it with further
development and accuracy. It is used to determine the process of the machine or components
recreation part by part or layer by layer. To enable reverse engineering, a product is taken under
consideration to disassemble and investigate its internal mechanisms to gather the original
information of the components. After gathering all necessary information, the data can be used to
create the required model with the necessary modification of the 3D model as well as

functionalities.

1.1 Problem Statement

The industrial sector is inclining to the automation concept day by day. The revolution of
Industry 4.0 is the result of the uprising of the digital movement. Digital Twin is an old concept
used for various purposes and now it is being used for developing the manufacturing system to
spacecraft administration. The robots are taking over the repetitive work and makes people's life
smooth. The automation process of the digital world is one of the biggest challenges in the
present world. There are so many factors wherein people are trying to automate the system
process as well as the components working for it.

Some of the researchers are working to find out the minimum process downtime while
some others are working on data analysis of the system. Few works have been done that are
related to the manufacturing process automation considering a human motion replication to
improve the process over time with a collaborative robot. This research is addressing the

research scope of the formation of the digital model of a collaborative robot and the
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implementation of deep reinforcement learning for human motion recognition and use it to

automate the digital twin movement simultaneously.

1.2 Objectives of the Study
The objectives of this study are as follows:
I.0Overview of Digital Twin Model and Human-Cyber Physical System (CPS)
Interface.
1i.Study of features/constraint, parts orientation, and data required for creating Digital
Twin.
iii.Creating Human-CPS for transferring Human motion to Digital Twin model

iv. Building a real-time applicable Digital Twin model

1.3 Scope of the Study

This research focuses on Digital Twin construction. It includes developing a Digital Twin
model from the CAD file of the collaborative robot using the CAD software to convert it to a
VRML file to create the Digital Twin Model in the MATLAB_3D world editor. This research is

also focused on the building of the Human-Cyber Physical System interface.

1.4 Thesis Overview

This research work is divided into five chapters. In Chapter I, the digital twin concept is
introduced. In Chapter Il, The Literature Review is discussed. In Chapter 11, the methodology of
the collaborative robot formation and the 3D World Editor model assembly is discussed. In

Chapter 1V, the detailed procedures of VRML file creation, the rotation and translation data
5



collection, and implementation in 3D world Editor are discussed in detail. The Application
interface created by the App Designer module is also discussed here. The challenges and the
future work are discussed here too. Chapter V concludes the study and provides

recommendations for future work.



CHAPTER 2

LITERATURE REVIEW

In model representation, any physical process/system is to be simplified for easier
presentation. Generally, a model does not replicate the whole system. There could be several
models of a single physical system but there could be only one digital twin for the entire system
and that is based on its total features. So, a digital twin is used for familiarizing a system with the
same functionalities as the real system and can interact with the physical system’s every feature
consistently, parallelly, and virtually. Models are simple/part representations of physical systems.
If a model can be created in such a way that it can represent all the characteristics/features of a

system can only be said, digital twin.

2.1 History of Digital Twin

Dr. David Hillel Gelernter, an American scientist-Professor of Yale University
(Computer Science) gave the concept in 1991 in a book named “Mirror Worlds”. This concept
was first used in 2002 by Professor Michael Grieves from the Florida Institute of Technology
and then publicly introduced in the “Society of Manufacturing Engineers” conference later in
2002. He talked about the origin of the digital twin concept and how we can relate the physical
world with the digital world. He talked about the types of Digital Twin and the life cycle of the
digital twin model (Grieves et al., 2017). The majority (55 percent) of the research that had been

done on the digital twin is still in concept. 26 percent of the publications focused on case studies.
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35 percent of the publications discussed digital shadows while 28 percent discussed digital twin.
The digital twin with bidirectional data transfer capability is discussed in only 18 percentage of
all the research which means the number of research that had been done on the digital twin
application is less than 20 percent (Kritzinger et al., 2018). So, the present scenario of the
research for digital is still in the conceptual area and it is turning into a more applied area.
Taking these factors under consideration, | selected the research scope for my research with my

current interest as well as resources.

2.2 Types of Digital Twin

The digital twin is categorized into three parts. 1. Digital Twin Prototype (DTP), 2.
Digital Twin Instance (DTI), 3. Digital Twin Aggregate (DTA) (Grieves et al, 2017). DTP is
related to physical system/process/entity design and analysis. It can be created before physical
product existence. DT is the digital twin of an individual part of a physical system/body. DTA is
the complete addition of all DTIs’ of a physical machine/system that is used for learning and
predictive/consequence analysis to find the unknown pattern of data and other useful insights
from DTI’s aggregation (Council, 2019, Dec 2; TWI, 2021). Fuller et al. discussed the definition
and misconceptions about digital twins and the difference between the digital twin, digital
shadows, and digital model. They discussed the primary field for digital twin which are smart
cities, manufacturing, healthcare, and the industrial implementation of it. They gathered the
challenges that the digital twin concept is going to face which are aligned with data analytics
challenges, 10T challenges such as IT infrastructure, useful data, privacy and security,

standardized modeling, etc. They researched on history of 10T and data analytics, deep learning.



They concluded that the relationship of the 10T, data analytics, and digital twin is mutual, and the

growth of digital twin depends on them (Fuller et al., 2020).

2.3 Digital Twin in Automation

Some researchers discussed the service-oriented architecture of the digital twin and the
prospect in the service industry. By connecting data between the physical objects and virtual
models, they proposed that it can improve the efficiency of production planning, improve
production time and reduce cost (Qi et al., 2018). Rosen et al. described the autonomous system
and how it is going to be changed into a digital twin system with certain conditions. They
discussed the development of digital twin which are individual application (1960+) to simulation
tools (1965+), then simulation-based System Design (2000+) to DT concept. They discussed
autonomy and autonomous nature in detail as well as the cyber-physical production system with
the conclusion is that the combination of real-life data and simulation model leads to a good
prediction of the future (Vachalek et al., 2017). Some researchers constructed digital twins for
Macro Manufacturing Unit (MMU) and described the basic function. It was concluded that the
digital twin requires an accurate 3D model of the actual machine to build up a feasible digital
twin (Lohtander et al., 2018). Tao et al. worked on a digital twin of a shop floor to create a
virtual shop floor. He created a process twin for the shop floor and showed interaction and
interconnection between them. They discussed the challenges they faced such as real-time
interaction, variability, uncertainty and unpredictability of physical space, and continuous
integration between physical and virtual spaces despite scaling discrepancies (Tao et al., 2017).
Some researchers used sensory data and machine information to create digital twins. They chose

it because the digital twin model can represent the physical model’s characteristics such as
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vibration power consumption etc. They created a schematic to describe their concept (Cai et al.,

2017).

4 { )

Digital Twin Machine Tools (virtual) J

[ Monitoring ] [ Analysis J [ Simulation ] [ Management }

N e | y

Diagnosis,

Manufacturing Data such as -
g Prognosis, Sensor Data of parameters such

cutting location, dimension, . as current, vibration, acoustic
Y Optimizat
material, and other parameters. i sensor, etc.
nn

Physical CNC Machines

Figure 2.1 Schematic Diagram of digital twin integrated with sensory data and information

(adapted from (Cai et al., 2017))

Botkina et al. created a digital twin for a cutting tool with the help of a line information
system architecture which is an event-based service-oriented architecture. They also used a
tweeting machine to get real-time data from CNC machine and LISA architecture for sequential
structured information transfer (Botkina et al., 2018). Uhlemann et al. introduced a learning
concept that showed the potential advantages of data acquisition and simulation-based data
processing. He showed the comparison between digital twin and value stream mapping and

concluded with a statement that indicates the digital twin models' advantages (Uhlemann et al.,
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2017). Schroeder et al. used AutomationML for information exchange and high-level physical
object model. The combined customer information system with augmented reality was discussed
(Schroeder et al., 2016). Qi et al. discussed the big data analysis and digital twin in
manufacturing. They discussed how lIoT improvement over the years is maximizing the
possibilities of digital twin implementation. Big data analysis for smart manufacturing is getting
important because of the availability of equipment data, product data, environment data, data
from manufacturing information systems, etc. They made a comparison between big data and
digital twin and showed a fusion concept because of the advantage of big data in terms of
efficiency and the advantage of the digital twin in terms of application (Qi et al., 2018). Some
researchers worked on the cloud-based cyber-physical system where the physical model is

represented by a digital twin connected through the cloud (K. M. Alam et al., 2017).

‘, Physical Component J—‘ Physical Component I

(a)
L Cloud Cyber Component i >|l Cloud Cyber Component ‘
‘ Physical Component ] [ Physical Component ]
(b)
[ Cloud Cyber Component } |( Cloud Cyber Component |

‘ Physical Component }—I Physical Component ]
(c)

Figure 2.2 Three types of interaction between C2PS things. a) Physical-Physical b) Cyber-Cyber
and c) Hybrid Cyber-Physical (adapted from (K. M. E. S. Alam et al., 2017))

11



Zheng et al. Discussed an application framework of a digital twin as well as the concept,
characteristics, and application. They discussed the information processing layer that is
combined with data mapping, data preprocessing, data analysis and mapping, and data fusion.
They studied a case study on the welding production line and processed data to validate the

research with virtual manufacturing concepts (Zheng et al., 2019).

2.4 Collaborative Robot Digital Twin

The collaborative robot with automation capability can work side by side for
repetitive/different work with safety. It has flexible hands, parts-feeding the system, camera-
based location, and motion control. The focus is on the current market demand for automotive
robots which are safe by design, small footprint, fenceless installation suitability, easy to move,
deploy, and redeploy, etc. It also has some other features such as flexible feeding parts
management, vision-guided assembly, high accuracy, and sped effective assembly, etc. It has
several customer benefits such as padded arms, portability, Lower maintenance, integrated
vision, and hands, etc. It can be used for small part Assembly, collaborative assembly, accurate
and fast assembly, material handling, testing, and packaging, processing. It also helps to verify

the future system by enabling simulation considering new features (Schroeder et al., 2016).

2.5 Virtual Commissioning

Virtual commissioning is the process of using 3D technology to test the ability,
performance, or other parameters of the physical model within a virtual environment so that it
can be implemented later with the physical model. Dzinic et al. discussed the virtual

commissioning approach to verify the PLC program by four steps which are 3D model
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development, PLC programming, simulation model, and communication between physical and
digital model through SIL and HIL (Dzinic et al., 2014). They used a simulation-based
verification tool for model development and a predefined model from the library which was

responsible for the inconsistency among data.

2.6 Deep Reinforcement Learning

Machine learning is a branch of artificial intelligence that analyzes data automatically
after being trained up with a certain number of training sets. By pattern recognition and data
analysis method, it can make decisions without or less human intervention. Digital twin, machine
learning, and artificial intelligence enable to development of speed, efficiency, quality,
flexibility, and accuracy, etc. A digital twin is mainly used to optimize the operation procedure
and provide chances to try other methods. It permits testing different methods of process and
verify the options before going to actual processing. It also helps to verify the future system by
considering new factors for simulation. There are three kinds of machine learning nowadays.
Supervised learning, Unsupervised Learning, and Reinforcement Learning. Reinforcement
learning is being used to find out the unforeseen pattern of data. We plan to use many quality
data sets to train our reinforcement learning as well as Convolutional Neural Network (CNN)
and then let the Digital twin construct the production optimization framework based on IoT and
Machine learning considering time-series data, schedule time, etc. Klaus et al. described a
variable workspace and movements of humans to address the problem related to safety. They
introduced a machine learning strategy to control the robot movement to avoid collision through
path planning, cluster analysis, and Artificial Neural networks (Drdder et al., 2018). Min et al.

proposed a framework that used big data to train and optimize the digital twin model. The
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purpose of this model is to support different kinds of petrochemical manufacturing processes.
They discussed the process twin and predict the controlling command by big data analysis, data
correlation, and time series analysis (Min et al., 2019). Natalia researched human motion
analysis with deep learning. She worked on gesture recognition hand-pose estimation, motion
capture, and user validation. She used Spatio-temporal descriptors for recognizing the actions or
gestures and used supervised and unsupervised methods to train the model and showed the
accuracy of the methods (Neverova, 2016). Cronrath et al. discussed the implementation of deep
reinforcement learning for digital twin up-gradation. They created the algorithm for digital twin
and then used it on sheet metal for an experiment. They did the test with ten thousand iterations
and came up with an improvement and advised on doing more iteration for more improvement
depending on the number of dimensional actions (Cronrath et al., 2019). Alexopoulos et al.
discussed the machine learning implementation in digital twin as the data is not going to be a
problem anymore. They used machine learning and transfer learning with digital twin for
adapting the system and pre-trained model from the ImageNet database and combined it with
their dataset (Alexopoulos et al., 2020). They worked on the dataset of images and this paper
helped me to understand the direction of my research study. Liu et al. researched a dual-arm
deterministic policy gradient algorithm, a control strategy, and the effectiveness of the algorithm
to make the robot certain activities such as reach, push, pick up by using Kinect camera and

Mask RCNN algorithm (Liu et al., 2021).

2.7 Collaborative Robot with Deep Reinforcement Learning
Lu et al. discussed the use of blockchain technology empowered by the Federated

Learning Model, DTWN model, and reinforcement learning algorithm to develop an optimized
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solution (Lu et al., 2020). Dai et al. research on similar kinds of research we did. They used DTN
for building a network and then used stochastic computation and resource allocation and DRL
for 10T. The model showed that the DRL agent took the reward and gave the feedback as an
action to the digital twin (Dai et al., 2020). Ghadirzadeh et al. used a motion-capture suit to
analyze the motion and to pick an object from the box. They improved robot action decision-
making, enabling robots to take the optimized decision and let robots learn from the sensor data
(Ghadirzadeh et al., 2020). Most of the research had been done with the deep reinforcement
learning for process twin. Some of the researchers did work on the collaborative robot with a
motion sensor. Convolutional neural network implementation had been done on image
recognition and the creation of digital twin based on these approaches recently. There was no
work been done which is combining all these concepts. So, | came with the idea of using the
deep reinforcement learning algorithm to let the collaborative robot learn from the human motion

and implement it to execute activities done by the human.

2.8 Reverse Engineering

Brian Hess Described reverse engineering, its process, and the purpose of reverse
engineering. He discussed the 3D drawing creation of the older components which were created
without 3D CAD files or digital file storage. To create a modern archive of the older product, a
company can use a reverse engineering concept for this purpose. He discussed the purpose of
reverse engineering which are legacy part replacement, parts service or repair, failure analysis,
parts improvement, and diagnostics and problem-solving (Hess, 2019). M. Ayani et al. discussed
the machine reconditioning and retrofitting, and the complication related to technical

documentation. Outdated documentation or absence of it demands the reverse engineering
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process for executing the reconditioning project. They discussed the importance of Digital Twin
and virtual commissioning to automate the system for retrofitting and physical reconditioning
(Ayani et al., 2018)

The existing most similar framework was about using Deep Reinforcement Learning
(DRL) to improve time-efficiency and effective decision making under uncertainties. They used
graph convolutional networks (GCNs) and recurrent Q-learning (Ghadirzadeh et al., 2020). They
used a motion-capture suit for capturing motion data. The difference between our work was that |
was not planning to use any motion capture suit and that is why | developed the model in 3D
World Editor. The motion data can be transferred from human to Human-CPS through motion
mapping and then convert into robot motion. Even though there were similarities in using deep
reinforcement learning to train the robot for certain activities, but the learning method is different
and that is why the collaborative model digital version was created to replicate the motion before

applying it to the physical model.
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CHAPTER 3

METHODOLOGY

A reverse engineering process had been done on the CAD file downloaded from the ABB
official website. The CAD file did not contain the features required for creating the 3D model
assembly. The features had been added to the drawing file after knowing the requirement for
creating the Digital Twin Model through the reverse engineering process. As | had worked on the
CAD file of the robot and it consists of part files and it worked on different types of the task as a
unit, it was supposed to be the asset twin. The first step to develop the digital twin for a two-arm
collaborative robot was to work on the CAD files. At first, the CAD files were tired to create by
me, but it was time-consuming and nearly impossible to create them from the actual product
within this short time. The CAD file of the collaborative robot is collected from the ABB Yumi
official website. The CAD file was an assembly file and could not be used for Digital Twin
Model due to its lack of features which were vital for Digital Twin Modeling. The CAD file was
uploaded as Standard for the Exchange of Product Data (STEP) file in the Autodesk Inventor.
The assembly file was segregated into the part file for each component. The part files had added
the features required for Digital Twin construction. Then, the part files were assembled in The
CAD software. After the assembly, the locations of the part files in the assembly file were kept
fixed and the part files were saved as STEP files with that location. The part (STEP) files were
converted into VRML files by CAD exchanger software for uploading it into MATLAB 3D
world Editor.
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Figure 3.1 An Outline of CAD file conversion to VRML file

The VRML files were added sequentially in the 3D world editor. A 3D world editor
virtual-template had been used to create an app layout to control the robot by implementing the

APP Designer platform in MATLAB.

| 3D model & User

<+

APP DESIGNER

3D WORLD
EDITOR

>{ DIGITAL TWIN

) coordinate Interface

Figure 3.2 Tools for Digital Twin Modeling

A Cyber-Physical System Model is also created similarly. The App Designer layout is the
bridge between the digital twin and the cyber-physical system. A deep learning algorithm named
Convolutional Neural Network and motion mapping is under development which will be used to
transfer the motion data from the image to CPS. The CPS interface will be used to transfer the

data to the Digital Twin model.
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Figure 3.3 An outline of Digital Twin Model

Figure 3.4 An illustration of Digital Twin Model Assembly

3.1 VRML file Creation

Two-Arm Collaborative Robot Model
The CAD assembly file of the collaborative robot model is being deployed in The CAD

software and the assembly file is then segregated part by part as step files. (The part files were
centered. Then an assembly file was opened where the base file was imported and centered to the
origin. The link1_ L file was imported and linked to the base then the link file is featured with
rotational from joint function. By selecting an axis centered to the part file the translation feature
was added. Similarly, other links were added and provided with rotation and translation
features). The part files are featured with Rotation and translation constraints as it is to be
defined in the 3D world editor. After it is featured, the part files are assembled as a complete

model. Then, the parts are kept in that position for taking coordinates and saved as part files to
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maintain the position and orientation when converted into VRML files. The coordinates of the

part files in the assembly file are noted in the excel file for putting in the 3D world Editor. In the

3D world Editor, the VRML files are attached sequentially with their coordinates, rotation, and

translation values.

JVRML V2.0 utf8
# META "generator" "CAD Exchanger 3.8.0 (cadexchanger.com)"
D Transform {

rev00) BASE Group {

12700 Linkl Io1 Trancforn {

0936234 0.0279320213402 -0.903313387333 11170725563
translation -0.161512755496 -0.152614468426 -0.339361089671

DEF IRB14000_rev00 Linkl L Group {

material DEF :7 Material {
ambientIntensity 0.251314729452
diffuseColor 0.784313738346 0.800000011921 0.78823530674
shininess 0

HVRML V2.0 utf8
# META "generator" "CAD Exchanger 3.8.0 (cadexchanger.com)"
DEF _1 Transform {
children [
DEF Linkl 13 0 Group {
children [
DEF Linkl L3 0 1 Shape {
appearance DEF _ 4 Appearance {
material DEF _5 Material {
ambientIntensity 0.251314729452
diffuseColor 0.784313738346 0.800000011921 0.78823530674
shininess 0
}
}

Figure 3.5 VRML files (text) of link1_I file with & without features

B scale (SFVec3n: 1 1 1
- scaleOrientation (SFRotation):0 0 1 0
- translation (SFVec3f): 0 0 0
- B bboxCenter (SFVec3f):0 0 0
B bboxSize (SFVec3f): -1 -1 -1
=- P children (MFNode)
= P RobotBase (Transform)
& center (SFVec3f): 0 0 0
- rotation (SFRotation):0 0 1 0
- scale (SFVec3f): 1 1 1
-~ scaleOrientation (SFRotation): 0 0 1 0
B translation (SFVec3f): 0 0 0
~ B bboxCenter (SFVec3f):0 0 0
B bboxSize (SFVec3f: -1 -1 -1
= P children (MFNode)
- @ (Inline)
G- P Robot_Link_1_R (Transform)
- P Robotlink_1_L (Transform)

Figure 3.6 Digital Twin Model in 3D World Editor
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Human-Cyber Physical System
The Cyber-Physical System is the collaborating computational entity connected with the
real world. This model (Human-CPS) is used to transfer the motion data from Human pose to
digital twin. The model is developed in Fusion 360 with all necessary features like rotation,
translation. Then the assembly file is converted into STEP files and then reoriented in The CAD
software to figure out the coordinate data of the part file like a robot model. Then the CPS model

was converted into a VRML file for 3D world Editor.

i *ﬂ‘position(SFVech): 14 04 0
o E description (SFString): Camera01
= b RabotAxis (Transform)
b center (SFVec3:0 0 0
& rotation (SFRotation):0 0 1 0
 scale (SFVec3f): 1 11
# scaleOrientation (SFRotation): 0 0 1 0
B translation (SFVec3f:0 0 0
I bboxCenter (SFVec3:0 0 0
. E bboxSize (SFVec3f): -1-1-1
* children (MFNode)
¥ RobotAll (Transform)
# center (SFVec3f: 0 0 0
B rotation (SFRotation): -1 0 0 0
B scale (SFVec3f): 1 1 1
B scaleOrientation (SFRotation):0 0 1 0
B translation (SFVec3f: 0 0 0
¥ bboxCenter (SFVec3i0 0 0

m

Figure 3.7 Human CPS in 3D World Editor
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Human CPS in CAD File Human CPS in VRML File

Figure 3.8 Human CPS Model as CAD file and VRML file

3.2 Digital Twin Model

The study builds and analyzes a digital model of the two-arm collaborative robot that will
further be used for imitating human arm motion through deep reinforcement learning. The CAD
model of the robot was used to create the 3D (STEP) files for each robot part and the part files
were assembled with proper rotation and translation features in The CAD software. Then, the
parts are converted to Virtual Reality Modeling Format (VRML) and assembled in MATLAB
3D World Editor. A human CPS model was developed similarly to transfer the human arm
motion to the robot’s digital twin. After the creation of the Digital model of a two-arm

collaborative robot in 3D world Editor, the app designer platform was used for regulating the
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model. The app designer is used for creating an application that offered a grid layout and is used
for organizing the 3D model interface. The Application provided us the user interface and the 3D
world editor provided us with a digital model, rotational data, translational data, and position of
the part file in the model. So, the model can be regularized manually with the application and can
also be used for regularization through deep reinforcement learning. Currently, the author is
working on the deep reinforcement learning model with Convolutional Neural Network to
transfer human motion to the Cyber-Physical System. Once, it is successfully be done then the
transfer of the motion data is the next step which will be transferred from CPS to the digital
model. To do this procedure complete, the author must convert the three degrees of freedom data

from human motion to the seven degrees of freedom data for the digital twin model.
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CHAPTER 4

RESULTS AND DISCUSSION

This section discusses the construction of the Digital Twin model and its future
implementation for Human motion imitation. The accuracy of this model depends on the rotation
constraint, translation constraint, and position co-ordinate of every part. Because of these
features, the original CAD file from the ABB website could not be used. It also discusses the
progress of the deep reinforcement learning concept related to the future work of this
project. Moreover, this section discusses the challenges were faced during the formation of this

model with RobotStudio®.

4.1 ABB Yumi Robot

ABB Yumi is an updated version of Human-Robot Collaboration. In the lab, the
department has one of the collaborative robot models which is Yumi® - IRB 14000. It is a high-
functioning dual-arm robot made for mass factory assembly automation. It is a robot with 7
degrees of freedom. Because of its prospect, the author chose this robot to study and to automate
the operation done by it. ABB robot is a versatile collaborative robot with huge potentialities,
especially for industrial use. The core concept behind this robot to build-up is to use it for mass

production as well as for custom manufacturing.
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4.2 Digital Model Formation

For digital twin formation, the CAD files of the collaborative robot were collected from
the designated official website of ABB Robot. The files were in part files. These files were
assembled in The CAD software and then converted into VRML files for digital twin model
formation. But the file was not suitable for the conversion as the file did not have any rotation

and translation constraints/features which were determining factors for creating the model.

Robot Base CAD File

Robot Base VRML File

Figure 4.1 CAD & VRML files of base (without features addition)

There were 7 parts in every gripper which were base, two slides, two fingers, and two
cups. The gripper parts also did not have any translation or rotation features. The CAD software
was used for recreating the orientation as well as features that were required. There were 29 parts
in total to construct the digital model. Each gripper has seven parts individually. Since the

gripper parts had nothing to do with the motion individually, the gripper was made without
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adding rotation and translation to individual parts. After The assembly of the gripper parts, it acts

like a single part and the number of the parts file became 19 from 29.

Figure 4.2 Gripper layout before and after assembly

The gripper had two kinds of the part. First, some parts did not have to move individually

which were attached with the gripper main body such as the cups tool.
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Gripper Fingerless (Left) CAD File (Front View) Gripper Fingerless (Right) CAD File (Rear View)

Figure 4.3 Gripper CAD file without slides & fingers

The other parts are moving parts of the gripper that includes the slides and the fingers.
The slides were added to the finger as in the real gripper. The slides are connected to a motor and
eventually, it regulates the motor. So, to follow the same strategy, the fingers were connected to

the slides and they move together.

Gripper Fingers (Left) CAD File Gripper Fingers (Right) CAD File

Figure 4.4 Gripper fingers & slides CAD file
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As these parts need to move, rotation and translation feature added to these part files
individually. These features allowed the parts to move concerning certain points and it could be

controlled through regularization.

£47265752¢ 405

Left Gripper CAD File Left Gripper VRML File

Figure 4.5 Left gripper CAD & VRML file (features added)
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Left Gripper Left Finger CAD File Left Gripper Left Finger VRML File

Figure 4.6 Left-gripper left fingers CAD & VRML file (features added)

Right Gripper Left Finger CAD File Right Gripﬁer Left Finger VRML File

Figure 4.7 Right-gripper left finger CAD & VRML file (features added)

After completing the Gripper configuration with features added, the link parts other than

the gripper were reconfigured with features that were rotation and translation.

29



41654451 4125,

Robot Link 1 Left CAD File Robot Link_1 Left VRML File

Figure 4.8 CAD & VRML files of link_1 left (with features)

Link_7 Right with Gripper CAD File Link_7 Right with Gripper VRML File

Figure 4.9 CAD & VRML files of link_7 right with gripper(fingerless) (with features)

The base was set for the origin point of the final assembly file. The additional features
did not have to be added to this part as it was built to be fixed in its position at the origin of the

assembly file.
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» Advanced Settings

Figure 4.10 Base of the ABB Yumi - IRB 14000 Robot

Then the link files were added to this base sequentially. First, the Link_1Left was added
to the base. As the Link was supposed to move, additional features like rotation, translation were
added to this link_1Left. The other Links were added in the same procedure. After Adding all

links together, we got the complete assembly with rotation and translation feature.
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Complete Robot Assembly CAD File Complete Robot Assembly VRML File

Figure 4.11 ABB Yumi - IRB 14000 robot assembly with features

Here, the rotation is present, but we fixed the base file and that is why the initial VRML

code showed only rotation, but other parts were featured with both as we mentioned earlier.

4.3 Rotation & Translation data collection

The most important thing about assembling the robot is the point of rotation and axis of
rotation. Every point of rotation and axis of rotation were precisely chosen so that the robot can
rotation by the exact axis from its perfect point of reference. To allow the exact point of rotation
and the axis of rotation to be perfect, the points are taken from the CAD file and then be used in

the 3D world Editor.
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> Delta
Minimum Dista,..  1.181in 30.000...
v Delta
X Distance 0.980 in 24.891...
Y Distance 0.404in 10.261...
Z Distance 0.521in 13.235...
¥ Selection 1 (€dge)
Diameter 2.835in 72.000...
Radius 1.417 in 36.000...
Length 8.905in 226.19...
Angle 6.28 rad 360.00...
v Center Position
X Position 2.579in 65.507...
Y Position -2.814... -71.47...
Z Position 16.200... 411.47...
¥ Selection 2 (Edge)
Diameter 2.835in 72.000...
Radius 1.417 in 36.000...
Length 8.905in 226.19...
Angle 6.28 rad 360.00...
v Center Position
X Position 1.599 in 40.616...
Y Position -2.410... -61.21...
Z Position 15.679... 398.23...
Precision 3123 v
Angle Precision  2.12 W
Dual Units Millimeter ~/

Figure 4.12 Base (left hole) coordinate data for rotation & translation
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Y Distance 0.429 in 10.889...
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Dameter 2.835 in 72.000...
Radwus 1.417 in 36.000...
Length 8.905 in 226.195...
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s Center Position
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Y Position 2.839 in 72.107...
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¥ Selection 2 (Edge)

Diameter 2.835 in 72.000...
Radius 1.417 in 36.000...
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¥ Advanced Settings
Precision
Angle Precsion
Dual Units

Figure 4.13 Link_1 right coordinate data for rotation & translation

As the Link_7 and the Fingerless Gripper are joined together and in the physical model

they worked together, they were attached and recognized as one part file.
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Figure 4.15 Left gripper left finger (close) coordinate data for rotation & translation
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All these data are taken into consideration. The selection 1 data are the original plane of
the part considered. Selection 2 indicates the plane where the next link files were going to be
attached with the present part file. The translation data I used in the 3D world editor was taken
from here and every selection of 2 data was the translation data as the next part moves from that
point of reference. The translation data from the excel file was used after divided 1000 times due
to resolve the scaling problem. The rotation features in 3D world Editor had two-part. First three
value was about rotation coordinates (X, y, z) value and the second part was the rotation angle
value (4" value). The subtractions of selections 1 & 2 were the rotational coordinates value for
the 3D world Editor for that specific robot part. The rotation angle value was adjusted with the
robot link configuration. The Gripper data were taken for only selection 1 data and three data

were considered to recognize the close, half-open, and close state of the individual finger of the

grippers.
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Table 4.1 Robot left arm co-ordinate data

ROBOT LEFT ARM

Robot Base Hole Coordinate

X Y z

PART ORIGIN (SELECTION 1) (mm) 65.507 -71.479 411.471

NEXT LINK JOINT (SELECTION 2) (mm) 40.616 -61.218 398.236
LINK_1 LEFT

PART ORIGIN (SELECTION 1) (mm) 67.031 -72.107 412.282

NEXT LINK JOINT (SELECTION 2) (mm) 40.616 -61.218 398.236
LINK_2 LEFT

PART ORIGIN (SELECTION 1) (mm) 173.343 -79.282 433.819

NEXT LINK JOINT (SELECTION 2) (mm) 182.491 -80.012 416.049
LINK_3 LEFT

PART ORIGIN (SELECTION 1) (mm) 318.48 -75.485 520.755

NEXT LINK JOINT (SELECTION 2) (mm) 280.552 -84.037 501.582
LINK_4 LEFT

PART ORIGIN (SELECTION 1) (mm) 401.292 -40.141 518.998

NEXT LINK JOINT (SELECTION 2) (mm) 395.493 -13.626 518.642
LINK_5 LEFT

PART ORIGIN (SELECTION 1) (mm) 486.426 -30.908 658.615

NEXT LINK JOINT (SELECTION 2) (mm) 462.903 -36.368 635.094
LINK_6 LEFT

PART ORIGIN (SELECTION 1) (mm) 553.125 25.877 722.611

NEXT LINK JOINT (SELECTION 2) (mm) 544.662 38.251 728.201

LINK_7 LEFT (GRIPPER BASE)
PART ORIGIN (SELECTION 1) (mm) 598.105 23.532 721.477
NEXT LINK JOINT (SELECTION 2) (mm) 582.568 6.537 735.576

LEFT GRIPPER_LEFT FINGER

LEFT GRIPPER_RIGHT FINGER
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Table 4.2 Robot right arm co-ordinate data

ROBOT RIGHT ARM

Robot Base Hole Coordinate

X Y z

PART ORIGIN (SELECTION 1) (mm) 65.507 71.479 411.471

NEXT LINK JOINT (SELECTION 2) (mm) 40.616 61.218 398.236
LINK_1 RIGHT

PART ORIGIN (SELECTION 1) (mm) 67.031 72.107 412.282

NEXT LINK JOINT (SELECTION 2) (mm) 40.616 61.218 398.236
LINK_2 RIGHT

PART ORIGIN (SELECTION 1) (mm) 132.012 144.236 461.195

NEXT LINK JOINT (SELECTION 2) (mm) 131.043 160.865 450.125
LINK_3 RIGHT

PART ORIGIN (SELECTION 1) (mm) 231.407 218.277 583.592

NEXT LINK JOINT (SELECTION 2) (mm) 211.152 193.103 547.55
LINK_4 RIGHT

PART ORIGIN (SELECTION 1) (mm) 303.666 255.698 623.071

NEXT LINK JOINT (SELECTION 2) (mm) 308.789 276.114 605.933
LINK_5 RIGHT

PART ORIGIN (SELECTION 1) (mm) 280.972 354.656 751.594

NEXT LINK JOINT (SELECTION 2) (mm) 276.956 333.733 725.47
LINK_6 RIGHT

PART ORIGIN (SELECTION 1) (mm) 318.222 436.532 809.838

NEXT LINK JOINT (SELECTION 2) (mm) 317.032 452.986 796.844

LINK_7 RIGHT (GRIPPER BASE)
PART ORIGIN (SELECTION 1) (mm) 344.167 433.506 847.264
NEXT LINK JOINT (SELECTION 2) (mm) 324.203 432.369 847.652

RIGHT GRIPPER_LEFT FINGER

RIGHT GRIPPER_RIGHT FINGER




The Left-arm coordinate data and the right arm coordinate data were used to calculate the
rotation axis vector for every link as well as the translation value for every link of the robot. For
the rotation axis vector, the co-ordinate value of the earlier part of the joint (Selection 1) is taken
as the first value and the co-ordinate of the later part of the joint (selection 2) is taken as the
second value. Then, the second value is subtracted from the first value (selection 1 — selection2)
to get the rotation axis value of the earlier link.

For translation value, the next link joint value (selection 2) for that link is taken and then
the earlier link’s next link joint value (selection 2 of earlier joint) is subtracted from it. For
example, link 4 translation value = (selection 2_Link 4 — Selection_3)/1000. Here, | divided the
result by 1000 times so that it would not create any scaling problem for the 3D world editor. For,
Link_1 for both left and right the translational value is going to be selection 2 value as they

started from the base file.
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Table 4.3 Robot left arm rotation & translation data

40

ROBOT LEFT ARM
ROTATION & TRANSLATION X Y z
LINK_1 LEFT
PART ORIGIN (SELECTION 1) (mm) 67.031 -72.107 412.282
NEXT LINK JOINT (SELECTION 2) (mm) 40.616 -61.218 398.236
ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) 26.415 -10.889 14.046
TRANSLATION (SELECTION 2)/1000 (m) 0.040616 -0.061218 0.398236
LINK_2 LEFT
PART ORIGIN (SELECTION 1) (mm) 173.343 -79.282 433.819
NEXT LINK JOINT (SELECTION 2) (mm) 182.491 -80.012 416.049
ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) -9.148 0.73 17.77
TRANSLATION [(SEL. 2 - SEL 2(PREV. LINK)/1000] (m) | 0.141875 -0.018794 0.017813
LINK_3 LEFT
PART ORIGIN (SELECTION 1) (mm) 318.48 -75.485 520.755
NEXT LINK JOINT (SELECTION 2) (mm) 280.552 -84.037 501.582
ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) 37.928 8.552 19.173
TRANSLATION [(SEL. 2 - SEL 2(PREV. LINK)/1000] (m) | 0.098061 -0.004025 0.085533
LINK_4 LEFT
PART ORIGIN (SELECTION 1) (mm) 401.292 -40.141 518.998
NEXT LINK JOINT (SELECTION 2) (mm) 395.493 -13.626 518.642
ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) 5.799 -26.515 0.356
TRANSLATION [(SEL. 2 - SEL 2(PREV. LINK)/1000] (m) | 0.114941 0.070411 0.01706
LINK_5 LEFT
PART ORIGIN (SELECTION 1) (mm) 486.426 -30.908 658.615
NEXT LINK JOINT (SELECTION 2) (mm) 462.903 -36.368 635.094
ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) 23.523 5.46 23.521
TRANSLATION [(SEL. 2 - SEL 2(PREV. LINK)/1000] (m) 0.06741 -0.022742 0.116452
LINK_6 LEFT
PART ORIGIN (SELECTION 1) (mm) 553.125 25.877 722.611
NEXT LINK JOINT (SELECTION 2) (mm) 544.662 38.251 728.201
ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) 8.463 -12.374 -5.59
TRANSLATION [(SEL. 2 - SEL 2(PREV. LINK)/1000] (m) | 0.081759 0.074619 0.093107
LINK_7 LEFT (GRIPPER BASE)
PART ORIGIN (SELECTION 1) (mm) 598.105 23.532 721.477
NEXT LINK JOINT (SELECTION 2) (mm) 582.568 6.537 735.576
ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) 15.537 16.995 -14.099
TRANSLATION [(SEL. 2 - SEL 2(PREV. LINK)/1000] (m) | 0.037906 -0.031714 0.007375
LEFT GRIPPER_LEFT FINGER
CLOSED (SELECTION 1) (mm) 636.007 96.52 663.168
HALF OPEN (SELECTION 1) (mm) 645.6315 88.617 664.2475
OPEN (SELECTION 1) (mm) 655.256 80.714 665.327
LEFT GRIPPER_RIGHT FINGER




Table 4.4 Robot right arm rotation & translation data

ROBOT RIGHT ARM
ROTATION & TRANSLATION X Y z
LINK_1 RIGHT
PART ORIGIN (SELECTION 1) (mm) 67.031 72.107 412.282
NEXT LINK JOINT (SELECTION 2) (mm) 40.616 61.218 398.236
ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) 26.415 10.889 14.046
TRANSLATION (SELECTION 2)/1000 (m) 40.616 61.218 398.236
LINK_2 RIGHT
PART ORIGIN (SELECTION 1) (mm) 132.012 144.236 461.195
NEXT LINK JOINT (SELECTION 2) (mm) 131.043 160.865 450.125
ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) 0.969 -16.629 11.07
TRANSLATION [(SEL. 2 - SEL 2(PREV. LINK)/1000] (m) 0.090427 0.099647 0.051889
LINK_3 RIGHT
PART ORIGIN (SELECTION 1) (mm) 231.407 218.277 583.592
NEXT LINK JOINT (SELECTION 2) (mm) 211.152 193.103 547.55
ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) 20.255 25.174 36.042
TRANSLATION [(SEL. 2 - SEL 2(PREV. LINK)/1000] (m) 0.080109 0.032238 0.097425
LINK_4 RIGHT
PART ORIGIN (SELECTION 1) (mm) 303.666 255.698 623.071
NEXT LINK JOINT (SELECTION 2) (mm) 308.789 276.114 605.933
ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) -5.123 -20.416 17.138
TRANSLATION [(SEL. 2 - SEL 2(PREV. LINK)/1000] (m) 0.097637 0.083011 0.058383
LINK_5 RIGHT
PART ORIGIN (SELECTION 1) (mm) 280.972 354.656 751.594
NEXT LINK JOINT (SELECTION 2) (mm) 276.956 333.733 725.47
ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) 4.016 20.923 26.124
TRANSLATION [(SEL. 2 - SEL 2(PREV. LINK)/1000] (m) -0.031833 0.057619 0.119537
LINK_6 RIGHT
PART ORIGIN (SELECTION 1) (mm) 318.222 436.532 809.838
NEXT LINK JOINT (SELECTION 2) (mm) 317.032 452.986 796.844
ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) 1.19 -16.454 12.994
TRANSLATION [(SEL. 2 - SEL 2(PREV. LINK)/1000] (m) 0.040076 0.119253 0.071374
LINK_7 RIGHT (GRIPPER BASE)
PART ORIGIN (SELECTION 1) (mm) 344.167 433.506 847.264
NEXT LINK JOINT (SELECTION 2) (mm) 324.203 432.369 847.652
ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) 19.964 1.137 -0.388
TRANSLATION [(SEL. 2 - SEL 2(PREV. LINK)/1000] (m) 0.007171 -0.020617 0.050808
RIGHT GRIPPER_LEFT FINGER
CLOSED (SELECTION 1) (mm) 448.636 441.117 822.2
HALF OPEN (SELECTION 1) (mm) 449.1245 436.5025 833.8065
OPEN (SELECTION 1) (mm) 449.613 431.888 845.413
RIGHT GRIPPER_RIGHT FINGER
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4.4 Digital Twin Model Assembly in 3D World Editor

These Rotation and Translation data were used in MATLAB® 3D world Editor. We

assembled the links as children of previous links and used these rotation and translational data to

be linked up together.

-8 scale (SFVec3f): 1 1 1
@ scaleOrientation (SFRotation): 0 0 1 0O
B translation (SFVec3f): 0 0 O
B bboxCenter (SFVec3f):0 0 0
£ H bboxSize (SFVec3f): -1 -1 -1
=- P children (MFNode)
= P RobotBase (Transform)
B center (SFVec3f): 0 0 O
+-+f rotation (SFRotation): 0 0 1 0O
LB scale (SFVec3f): 1 1 1
-+ scaleOrientation (SFRotation): 0 0 1 0
-+ translation (SFVec3f): 0 0 O
~ B bboxCenter (SFVec3f: 0 0 0
- B bboxSize (SFVec3f): -1 -1 -1
= P children (MFNode)
& ®  (Inline)
& P Robot_Link_1_R (Transform)
- P RobotLink_1_L (Transform)

Figure 4.16 ABB robot assembly in 3D World Editor using rotation & translation data

The Left Links are sequentially added to the earlier left links and the Left Link_1 is

added to the Left Base Hole of the ABB Robot. The Left Link_1 Contains from Left Link_2 to

Left Gripper and Fingers.

= P Robot_Link_1_R (Transform)
i center (SFVec3f):0 0 0
b rotation (SFRotation): 26.415 10.889 14046  2.1935
B scale (SFvec3f):1 1 1
“# scaleOrientation (SFRotation):0 0 1 0
I translation (SFVec3f): 0.040616 0.061218 0.39824
| bboxCenter (SFVec3f: 0 0 0
B bboxsize (SFvec3f: -1-1-1
# P children (MFNode)
SR @RobotlLink_1_L (Transform)
+I center (SFVec3f):0 0 O
F rotation (SFRotation): 26415  -10.889 14046 -0.2389 I
% scale (SFvec3f): 1 1 1
+i scaleOrientation (SFRotation): 0 0 1 0
F translation (SFVec3f): 0.040616 -0.061218  0.39824 l
§ bboxCenter (SFVec3):0 0 0
i booxsize (SFvec3f: -1-1-1
# P children (MFNode)

Figure 4.17 Link_1 left adjusted in 3D World Editor using rotation & translation data
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The Right Links were added to the right hole of the base and the Right Link_1 contained

the other links from Right Link_2 to Right Link_8 Gripper with Fingers.

* rotation (SFRotation):0 0 1 0
b scale (SFVec3f):1 1 1
+ scaleOrientation (SFRotation): 0 0 1 0
I translation (SFVec3f):0 0 0
| bboxCenter (SFVec3f:0 0 O
i bboxsize (SFvec3f: -1-1-1
2 P children (MFNode)
+ ® (Inline)
S8 JRobot _Link_1_R (Transform)
I center (SFVec3f):0 0 0
[# rotation (SFRotation): 26415 10.889 14046 2.1935 |
+# scale (SFVec3f):1 1 1
I scaleOrientation (SFRotation):0 0 1 0
[ transiation (SFVec3f): 0040616 0.061218  0.39824 |
| bboxCenter (SFVec3f):0 0 0
| bboxsize (SFvec3f):-1-1-1
# P children (MFNode)
# P RobotLink_1_L (Transform)

Figure 4.18 Link_1 right adjusted in 3D World Editor using rotation & translation data

& scale (SFvec3f):1 1 1 A
*# scaleOrientation (SFRotation):0 0 1 0
b translation (SFVec3f): 0.037906 -0.031714 0.007375
| bboxCenter (SFVec3):0 0 0
i bboxsize (SFvec3f): -1-1-1
& P children (MFNode)
4 ® (Inline)
S8 BRobot _Link8_L_L (Transform)
& center (SFVec3):0 0 0
q rotation (SFRotation): 23.099  -18.967 2.592 0 |
scale (SFVec3f):1 1 1
* scaleOrientation (SFRotation): 0 0 1 0
|~k translation (SFVec3f): 0072688 0.074177 -0.070249 |
B bboxCenter (SFVec3f):0 0 0
B bboxSize (SFVec3f):-1-1-1
+- ® children (MFNode)

—.. B DAblAt 1inlO | D Meancfaren)

Figure 4.19 Link_8 left (left finger) adjusted using rotation & translation data
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+# rotation (SFRotation): 1.172 -11.075 27.856 0
I scale (SFVec3f: 1 1 1
I scaleOrientation (SFRotation): 0 0 1 0
I translation (SFVec3f): 0.12541 -0.000481 -0.002239
B bboxCenter (SFVec3):0 0 0
B bboxsize (SFvec3f): -1-1-1
+- ® children (MFNode)
=-b
B center (SFVec3f):0 0 0
[F rotation (SFRotation): -1.172 11.074  -27.856 0 ]
b scale (SFvec3f): 1 1 1
I scaleOrientation (SFRotation): 0 0 1 0
l‘l' translation (SFVec3f): 0.12508 0.013867 -0.002982 l
i bboxCenter (SFVec3f):0 0 0
B bboxSize (SFvec3f): -1 -1 -1
4+ ® children (MFNode) v

Figure 4.20 Link_8 right (right finger) adjusted using rotation & translation data

4.5 Application for Digital Model Regularization

The robot was set in 3D world editor, but it needed an interface to be controlled by
humans or Deep Reinforcement Learning. App Designer Application had been used to develop
the interface or control panel to regularize the movement of the robot. It consists of several

panels. The manual operation panel uses knobs to control the links of the robot. Each robot link

is linked up with knobs individually.
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Manual Operation

Left control
-1283 ., 1217
4 = off on
| e 3717 o CHD
N S Left link&#7
6283 ‘6.283
4283 iy A2IT
: 3717 o1 D 0
3 Left link#6

1217

’E_ 3717 °ff C’ On
S Right link#2
(E‘ 3747 Off m On

Right link#1

Figure 4.21 Link_8 right (right finger) adjusted using rotation & translation data

The Robot Configuration View gives us the present rotation and angle of the links which

will be used to manipulate the robot arm with precise co-ordinate.

45



Model Control

Robot Configuration View
Axas Removal ' Axis View

Configuration Panel

tion X Rotation Y Rotation Z Rotation Angle

26 4150 -10.8890 14.04680 -0.2389 ~
-9 1480 0.7300 17.7700 -1.0033
37.9280 8.5520 19.1730 -0.3213
5 7990 -26 5150 0.3560 -2 1345
23.5230 5.4600 23.5210 3.3389
8 4630 -12.3740 -5.5900 1.9530
15 5370 16 9950 -14 0990 0.3304 «

-« »

Rotation X Rotation Y Rotation Z Rotation Angle

26 4150 10.8890 14.0460 2.19:
0.9690 -16.6290 11 0700 -1.38°
20.2550 25.1740 36 0420 4. 68¢
-5.1230 -20 4160 17.1380 -1.982
4. 0160 209230 26.1240 -0.47
1.1900 -16.4540 12.9940 1.10°
19.9640 1.1370 -0.3880 -2.72¢
< >

Figure 4.22 Robot configuration view using rotation & translation data

The Gripper Control controls the gripper by opening and closing it and making it on and

off during the process.
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Girpper Control

- -
Open ) Close Open 'f) Cilose

Left Finger Right Figer

Figure 4.23 Gripper configuration view in app designer

The rotation and the translation data were being used in the App Designer application to

initialize the link position.

function viewerButtonPushed(app, event)

global vroeij;
global thatajs

global shtDataj;
leftData = [26.415 -1©.889 14.046 -©.2389;
-9.148 ©.73 17.77 -1.©033;
37.928 8.552 19.173 -©.3213;
S.799 -26.515 ©.356 -2.134S;
23.523 S5.46 23.521 3.3389;
8.463 -12.374 -S5.59 1.9530;
15.5S37 16.995 -14.099 ©.33e4;
1s
rightoData = [26.415 1©.889 14.©46 2.193S5;
©.969 -16.629 11.©7 -1.3812;
20.255 25.174 36.©42 A4.6897;
-5.123 -2©.416 17.138 -1.9826;
4.016 2©.923 26.124 -©.4177;
1.19 -16.454 12.994 1.1©72;
19.964 1.137 -©.388 -2.7250;
1s
vrel = vrworld( robotTest 1003 .wrl");
open(vreil);
view(vreli)s
vrel.Robot_Linkl_t .scale = [ © @]
vrel.Robot_Link2 tL.scale = [ © €]
vr@l.Robot_Link3 L.scale = [© © @]
vir@l.Robot_Linka tL.scale = [ © ©];
vrel.Robot_LinkS_L .scale = [© © ©];
vrel.Robot_Link6_L.scale = [ © ]
vre2l.Robot_Link7_L.scale = [ © ©];
vr@l.Robot_Linkl _R.scale = [© © ©];
vrel.Robot_Link2 R.scale = [ © ©];
vrel.Robot_Link3 R.scale = [ © ©];
vrel.Robot_Linka R.scale = [e © ©];
vrel.Robot_LinkS_R.scale = [ © ©];
vrel.Robot_Link6é_R.scale = [e © ©];
vir©1l.Robot_Link7 _R.scale = [© © ©]1;

Figure 4.24 Rotation & translation data used in the application
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% Button pushed function: initialButton
function initialButtonPushed(app, event)
global leftData;
global rightD
global

app.initialzationLamp.Color = [© 1 ©];

©1.Robot_Link7_L.rotation = [leftData(7,1), ftpata(7,2), eftbata(7,3),e.3304];
pause(1);
ro1.Robot_Link6_L.rotation = [leftData(6,1), leftData(6,2), eftbata(6,3),1.9530];
pause(1);
©1.Robot_Link5_L.rotation = [leftData(s,1), leftbata(s,2), eftbata(5,3),3.3389];
pause(1);
ro1.Robot_Linka4_L.rotation = [leftData(4,1), leftData(4,2), leftData(4,3),-2.1345];
pause(1);
©1.Robot_Link3_L.rotation = [leftData(3,1), eftpata(3,2), eftbata(3,3),-0.3213];
pause(1);
ro1.Robot_Link2_L.rotation = [leftData(2,1), leftbata(2,2), eftbata(2,3),-1.0033];
pause(1);
©1.Robot_Linkl_L.rotation = [leftpata(1,1), leftbata(1,2), eftbata(1,3),-0.2389];

pause(1);
©1.Robot_Link7_R.rotation = [rightData(7,1), rightData(7,2), rightbData(7,3),-2.7250];
pause(1);
r@1.Robot_Link6_R.rotation = tData(6,1), rightbData(6,2), rightbata(6,3),1.1072];
pause(1);
r@1.Robot_LinkS_R.rotation =
pause(1);
rol.Robot_Link4 R.rotation =
pause(1);

[r

[r ta(S,1), rightData(S,2), rightbata(s,3),-0.4177];

[
vro1.Robot_Link3_R.rotation = [rightData(3,1), rightData(3,2), rightbData(3,3),4.6897];

[r

[+

ta(4,1), rightbData(4,2), rightbData(4,3),-1.9826];

pause(1);
r21.Robot_Link2 R.rotation =
pause(1);
ro®1.Robot_Linkl_R.rotation =

ata(2,1), rightbData(2,2), rightbata(2,3),-1.3812];

ta(1,1), rightpData(1,2), rightbata(1,3),2.1935];

ata(:,4) = [-©0.2389 -1.0033 -0.3213 -2.1345 3.3389 1.9530 ©.3304]";
ita(:,4) = [2.1935 -1.3812 4.6897 -1.9826 -0.4177 1.1072 -2.7250]";
app.initialzationLamp.Color = [1 © @];

Figure 4.25 Sample code view of the application

This Application has a building capacity so that | did not have to create the code in this
environment. The application requires certain data such as the number of links, rotation data,

gripper data, etc. The Interface is self-generated.

4.6 Testing the application

The application can be to regularize the movement of the digital model and it was
designed in a way to be controlled by other adequate programs for imitating human motion
through deep reinforcement learning. Right now, the application can control the robot arm

through knobs manually.
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4.7 Challenges & Future Work

In the beginning, the concept was implemented in MATLAB® without the features. But
without the features, there was no way to figure out the value of the position coordinates of the
parts. Then, the challenges were with adding features. Initially, it was not known how to make
sure that the VRML file would show the rotation and translation features. After, figuring out the
option, it was difficult to find out the way to keep the robot arm in the proper orientation. The
next challenge was with the rotation and translation data. The features were added but it was not
known how to know exact rotation and translation data from the features. Using the initial
position of the link parts and the next part linked up position made me know the exact number to
put in rotation and translation bar. After putting the features and data with proper orientation of
the individual link part in the 3D World Editor, the digital model of the robot is introduced. In
the App Designer, the interface was created to control the robot. Connecting the digital model
and the application was the hardest part as it required the correlation between the model and
interface. The CPS model was also introduced, and it would be in connection with the digital
model. | already used a Human CPS model to create the digital model that contained the features
like the robot digital model. The next hard challenge is going to be the conversion of the 3
degrees of freedom Arm motion (input data) to 7 degrees of freedom (Output data) of the
collaborative robot. If the robot had 3 or fewer degrees of freedom it would be much easier to
replicate the motion. To replicate human motion, it required the conversion of 3 degrees of
freedom to 7 degrees of freedom and we planned to use human motion mapping and train our
robot for capturing the arm motion accurately. Another major challenge is going to be the virtual
commissioning of the digital twin. Currently, The ABB robot is being operated by software
named RobotStudio. The RobotStudio is developed with a primary focus for industrial use. It
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does not allow any code for deep reinforcement learning so that is why it is nearly impossible to
execute the plan on the physical robot for now. The software is not well equipped for the coding
or interface to build up a digital twin model. I discussed the matter with the support team of the
ABB Robot, and they were unable to give any suggestion that might help. Once, | develop the
code for deep reinforcement learning for the transition of human motion mapping, I will try to
use the coordinates of the arms position to update the physical robot arm's location

simultaneously.
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CHAPTER 5

CONCLUSION AND RECOMMENDATIONS

The digital twin model is very useful for the automation of the industry as well as in other
sectors like the medical sector, space, etc. The collaborative Yumi robot is very flexible because
of its seven degrees of freedom movement. With precision and self-automated capacity, there are
many opportunities for the robot. The digital twin model is developed with the CAD file. The
CAD file was added with rotation and translation constraints to make it work for making it
suitable for the 3D world Editor. After the addition of features, the robot was properly oriented
for the assembly and the rotation and translational data were collected for further use. The part
files were then added sequentially in the 3D world Editor with the rotational and translational
data. The App Designed was used to create the interface to control the digital twin. The Human
CPS model was also built in the same procedure. The digital model can be regularized by the
application manually. The future work is to create the mapping transition of human motion to
transfer the motion to the robot model by the interaction of the Human CPS and the digital model

using deep reinforcement learning.
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The study recommends the following:
1. The features should be added to the parts file considering the proper orientation to
avoid displacement of the robot parts.
2. The factors of the future model implementation should be known very well
otherwise it may cause a waste of time due to repetition of the process.
3. The rotation and translation data should be carefully collected from the parts by
selecting the correct plane sequentially. Otherwise, it may cause misalignment during
the development of the model in 3D world Editor.
4. The application in the App Designer should be developed carefully with proper
knowledge of implementation otherwise, it may cause the program to crash.
5. Future research should be done with the robot that can be run by a programming
language with full capacity to use the output of the research with full potential.
6. Future researchers should have a passion to learn about robotics to determine the

output.
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APPENDIX A

ABB ROBOT CAD FILES ROTATION AND TRANSLATION FEATURES
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ABB Robot CAD Files without Rotation and Translation Features

JverL v2.0 ut
ner r ) Bxch .8.0 (cadexchanger.com)®

0.78823530674

034843 0.1662 01 0.5¢ ]:fﬂﬁﬂ"‘:
Robot Link_1Left CAD File Robot Link_1Left VRML File

Figure A1 STEP & VRML files of Link_1 Left (without features addition)

SVRML V2.0 utfs

DEF Linkl R3_0_1 Shape (

appearance DEF

00000011921 0.78823530674

Robot Link_1Right CAD File Robot Link_1Right VRML File

Figure A 2 STEP & VRML files of Link_1 Right (without features addition)
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oL V2.0 utes
§ META “generator® "CAD
DEF 1 Trans

Exchanger 3.8.0 (cadex

chile

.2738459154724 0.151489735326 0.5565514271

Robot Link_2 Left CAD File Robot Link_2 Left VRML File

Figure A 3 STEP & VRML files of Link_2 Left (without features addition)

WVRML V2.0 utfs
# META "generator®
DEF 1 Transform {
children [
DEF Link2_R3_0 Group {
children
DEF Link2 R3_0_1 Shape
appearance DEF _ 4 Appearance (
material DEF __ S Material {

ambientIntensity 0.24331574142

diffuse 29

shininess 0

Exchanger 3.8.0 (cadexchanger.com)"

.8196078538

.148785654367 0.50

2385169295,

-0.165 661534 0.525877484814,
165886661534 0.560518500965,
148785654367 0.53702618544¢6,
.117515378376 0.514049397685

-0.0893788281701 85618172895
1649718984 0.500061552,

6 0.471630327238,

794011 0.558359432236,

86661534
- 746452906
0.127621409374 -0.195135879966 0. 4965
0.127498723979 194214971948 0944995,
6452642013 0.410313917

.136265693857 0.40940844691,
.169150179757 0.559661451782,
.172314537631 0.558304168732,

Figure A 4 STEP & VRML files of Link_2 Right (without features addition)
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r" "CAD Exchanger 13.8.0 (cadexchanger.com

geometry DEF _ & IndexedFacedet [
s '

560547 ). 54

ot Link 3Lef VRML File

Robot Link_3 Left CAD File Rob

Figure A5 STEP & VRML files of Link_3 Left (without features addition)

(cadexchanger , com)*

Robot Link 3 Right CAD File Robot Link 3 Right VRML File

Figure A 6 STEP & VRML files of Link_3 Right (without features addition)
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* "CAD Exchanger 3 ) (cadexchanger.com)™

D Exchanger 3.8.0 (cadexchanget.com)®
shape |
4 Appearance [
S te {
sity 0.563532747841
or 0.3176470696%3 0.341176480055 0.34901

{

14

Robot Link 4 Right CAD File Robot Link 4 Right V
Figure A 8 STEP & VRML files of Link_4 Right (without features addition)
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IVRML V2.0 utfd

(cadexchanger.com)*

0.349015616842

Robot Link_5 Left CAD File Robot Link 5
Figure A 9 STEP & VRML files of Link 5 Left (without features addition)

Or® *CAD Exchanger 3.8.0 (cadexchanger.com)*™

-341176460055 0

ey & IndexedfaceSer |
3E
rdinate |

Robot Link 5 Right CAD File
Figure A 10 STEP & VRML files of Link_5 Right (without features addition)
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®CAD Exchanger 3.8.0 (cadexchanger.com)*

9019616042

Robot Link_6 Left CAD File

Figure A 11 STEP & VRML files of Link_6 Left (without features addition)

"CAD Exchanger 13.6.0 (cadexchanger.com)®

9019616842

420642196561,

Robot Link_6 Right CAD File VRML File
Figure A 12 STEP & VRML files of Link_6 Right (without features addition)
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JWVRKL V2.0 uted
§ NETA

DEF __1 Transtomm (
children |
DEF Link7_L3_0 Group (
children (
DEF Link7_13_0_1 Shape {
DEF

PP -4 App {

material DEF _ % Material (
ambientintensity 0.3%3847227097
di 0.64 4566 0,517647087574 O
shininess 0

)

)

y DEF _ 6 {
solid FALSE
coord Coordinate {

point
0.596512025338 -0.00159850808284 0.357120442677,
0.556472657526 -0.00143051023957 0.396865519521,
0.555769394307 ~0.000793375253497 0.397820628612,
0.555730026496 ~0.0006253854502238 0,397585705457,
0.573745288628 0.00587622759609 0.395005372402,
0.572201658304 0.00445242755321 0.35%009372402,
0.571174642754 0.00866322571326 0.401429092949,
0.56963101243 0.00723942607036 0.401429092945,
0.55682616753 -0.0016128€666347 0.3574701386818,
0.5560835365 -0.000807733894135 0.358170324754,
0.556165679407 0.00225902003604 0.394732194542,
0.556908210437 0.0014520072475 0.394031999005,

B 0.002782. 7 0,394617411954,
0.557368598115 0.00197725583473 0.353517226018,
0.5640080353846 0.00591529313698 0.398921204157,
0.56482298487¢ 0.00511016034764 0.368221018221,
0,56443 9.0057. 307 0. 454

‘Robot Link_7 Left CAD File Robot Link_7 Left VRML File
Figure A 13 STEP & VRML files of Link_7 Left (without features addition)

IVRML V2.0 utfsd
0 META
DEF 1 Transfors |
children [
DEF Link7_R3_0 Group {
children [
DEF Link7_R3_0_1 Shape (
wr

B (
material DEF __S Matexial (
ambientIntensity 0.393847227097
diffuseColor 0.647058844566 0.517647087574 0
shininess 0
]
}

DEF _ 6 t
so0lid FALSE
coord Coordinate (
point

0561699985961 0.017660486€607 0.421091145897,
0561384743768 0.0176461280601 0.420741445755,
0.560956254931 0.0168553538714 0.421791331832,
0.560642112738 0,0168409952708 0.42144163569,
0.568144106607 0.0224026152306 0425592279176,
0.569687737011 0.0209750195877 0.425502279176,
0.565573460813 0.0156158211134 0.428005999722,
0.567117001137 0,0191520214706 0.426005909722,
0.553187725677 0,0199738997041 0417137043498,
0.552727438299 0.0204982683714 0.417252616474,
0.553470069328 0.0213034011607 0.416552430539,
0.553930357007 0.0207790325735 0.416437657552,
0.552201785309 0.02338167305¢3 0.420106136991,
0.553034416419 0.0241865066477 0.419405951055,
0.552645295393 0.0235640223022 0.420690756288,
0.553387926423 0.024369155091% 0419990570352,
0.560099602154 0,0204311177909 0.424994540451,

Robot Link_7 Right CAD File " Robot Link_7 Right VRML File
Figure A 14 STEP & VRML files of Link_7 Right (without features addition)
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ABB Robot Gripper CAD Files without Rotation and Translation

PVRML V2.0 urfd
§ META “"generator® "CAD Exchanger 3.8.0 (cadexchanger.com)®
DEF __ 1 Transform |(
children {
DEF IRBI4000_GRIPFER_rev00_BASE Group |
children [
DEF IRBI14000_GRIPPER_rev00_BASE 1 Shape |
appearance DEF __4 Appesrance |
material DEP S Material |
ambientIntensity 0.25
shininess 0
)
)
geometry DEF _ 6 IndexedFaceSet |
solid FALSE
coord Coordinate {
point [
0.0112 2.0€14€506377e~17 0.0797,
0.0112 2.04654130%5¢-17 0.0805,
0.0080 2,0507307737-17 0.0805,
0.0080 2,06869094590e-17 0,0797,
«0.0088 1.26210448604e~17 0.0757,
-0.0088 1.24718072727e-17 0.0808,
0112 1.25937019547¢-17 0.0005,

L0112 1,26933036925¢-17 0,0797,

0,0113599959999 2.04281036531e~17 0.0807000000001,
0.00860000000008 0599554204%e~17 0.0807000000001,
-0.00860000000006 1.24344978758e~17 0.00807,
~0.0113990000000 1.26059484276e-17 0.0807,

0,025 0.00775 0.0797,

0.028 -0.00775 0.0797,

0.024 -0,00875 0.0797,

-0,024 -0,00875 0.0797,

«0.025 «0,00775 0.07§7,

=0.025 0.00775 0.0797

Robot Gripper Base CAD File Robot Gripper Base VRML File

Figure A 15 STEP & VRML files of Link_7 Right (without features addition)

TWVRML V2.0 utfs
§ META “generator® “CAD Exchanger 3.8.0 (cadexchanger.com)®
IDEF __1 Transform |
children |
OEF IRBI4000_GRIPPER_rev00_Linkl Slide Group (
children [
DEF IRB14000_GRIFPER_rev00_Link} Slide_l Shape (
appearance DEF _ 4 Appearance |
material DEF __% Maverial |
ambientIntensity 0.25
shininess 0
)
)
geometry DEF _ & IndexedFaceSet |
solid FALSE
coord Coordinate (
point [
0,0052 -0,00% 0.0767,
0.0052 ~0.0051 0.0767,
0.0028 -0.0051 0.0767,

.0091 0.0767,
.00% 0.07¢7,
0.0052 -0.009 0.0647,

0,0052 -0.0091 0,0647,
0,0028 -0,0091 0.0647,
0.0028 -0.00% 0.0647,

~0.0028 ~0.009 0.0647,
-0.0028 -0.0091 0.0647,
~0.0052 -0.0091 0.0647,
~0.0052 ~0.009% 0,0647,

Robot Gripper Link_1 Slide CAD File Robot

Figure A 16 STEP & VRML files of Link_7 Right (without features addition)
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(L v2.0 uefd
A

1 Transform (

1.8.0 «com)

dren [
DEF IRB14000_GRIPFER_rev0(_Link2 Slide Group |
children
DEF IRB14000_GRIPFER_rev0d_Link2_Slide 1 Shape (
oEF 4

material 0EP _5 Material (
ambientIntensity 0.25
shininess 0

point [

>
32
g8
o
22
]
2
2

sossoyLyy

§§§§§ss§

: 90?0'

g $388

.° °
3
3

Robot Gripper Link 2 Slide CAD File Robot Gripper Link. 2 Slide VRML File
Figure A 17 STEP & VRML files of Link_7 Right (without features addition)

V2.0 utfs >
3.8.0 com)*
1 Transform |
children [
DEF IRB14000_GRIPPER_rav00_Tooll Fingerl Group |
children [

oer mum_(axnn Tevod Mu.rflmrl_l Shape |

oer
material peF S Material (
‘hnr.nmuty 0.2%

shininess 0
]
gecmetry DEF __6 {
wolid FALSE
coord Coordinate |
point |
-9 €6 -0, 7 0. 1%,
0 S <0, 70
-0 009 -0 5668 0.08946678135715,
9 0.0914753628708,
-0 o:zamnuon 0 WZ!W"I""! 0 090579082522,
5 0.1209,
-0 01550001”570 0 M‘l‘ls’.””’l 0. !117:
0 1705 0.1217,

-0 0125000180371 1. Il"lNl'IOT.-ﬂS 0.1209,
~0.0125000161163 -0.000781832958291 0.1217,
-0 0155000161163 -0. mvnuoumn 0.1217,
371 1.8 5 0.105%,
-0 0155000199578 0. ml‘l!ﬂll”" 0.1067,
~0.0125000199870 0.000018167041705 0.1067,
-0.0125000160371 1.0167041707e-05 0.1059,
-D 0325000161163 ~0.000781832059291 0.1087,
163 -0. wn' 0. 0.1001.

Robot Gripper Tool_1 Left Finger CAD§ Fie  Robot Geiopes Tool 1 Lo Bnec VRML File
Figure A 18 STEP & VRML files of Link_7 Right (without features addition)
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ML V2.0 utld - s -
) META ~CcAD 3.8.0 .com)®
DEF _ 1 Transform (
children [
DEF IRB14000_GRIPPER_rev00_Tcoll Finger2 Group (

DEF IRN14000_GRIPPER_cev00_Tooll _Finger2_1 Shape |
oEF _4

material DEF & Material {
ambientintensity 0.25
shininess 0

)

)
gecmetry DEF 6 Indexedfaceset (
solid FALSE
coord Coordinate |
point |
0,0125000120166 0,00248938607087 0.0894667835719,
0 50 6 0.
0.00976679558505 0.00249051015600 0,009466783571%,
0 1-1 5 0.12

.
0 =0. 9.1217,
0.012500019%578 -0,000018167041707 0.1217,
0.0325000160371 -1.316T0417096e-05 0.120%,
0.01! 61163 O 0.1217,
0 163 0.000 5 0.1217,
0,0155000180371 -1,81598309623e-05 0.1059,
0 0 7

- .
000818167041707 0.1067,

0.012500019%570
0,0125000100371 -1,816704170%6e-05 0.1059,
] 163 0,000 0.10€7,

0.0155000161163 0.000781840161035 0.1087,
0.01 0,00650000096036 0.0836299949422,
0.01 0,00650000096036 0.0867,

0.008 0.00649599759508 0.0887,

Robot Gripper Tool_1 Right Finger CAD File Robot Gripper Tool_1 Right Finger VRML File
Figure A 19 STEP & VRML files of Link_7 Right (without features addition)

*CAD 3.8.0 com)®

DEF IRBI4000_GRIPFER_rev00_Tool2_Cup Group |
children [
DEF IRBL4000_GRIPPER_tev00_Tool2 Cup_1 Shape |
oef 4

material DEF TS Material (
ambientintensity 0,25
shininess 0

point
-0.031 0.0123552057148 0.036357640007,
=0.031 0.0185 0.04375,
-0.03 0.0133384400005 0.036540417605%,
-0.03 0.0236615599005 0.0384595823941,
~0.031 0.0246447142052 0.03R642356993,
~0.044 0.0185 0.03125,
-0.044 0.0185 0.04375,
-0.031 0.0185 0,03125,
~0.045 0,0185 0.03175,
-0.045 0.0185 0.04325,
~0.044 0.0185 0.04325,
=0.044 0.0185 0,00175,
~0,02¢ 0,0185 0,040863277845,
~0.029 0.018% 0.034136722155,
~0.03 0.0185 0.034136722155,
-0.03 0.0105 0,040863277245,
-0,0254 0.0185 0.04,
~0.0254 0.0185 0.035,

Robot Gripper Tool_2 Left Finger CAD Robot Gripper Tool_2 Left Finger VRML File

Figure A 20 STEP & VRML files of Link_7 Right (without features addition)
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Robot Gripper Tool_2 Right Finger CAD File

VRML V2.0 utff:
META

1 Transfomm (

children [

DEF TRB14000_GRIPPER_rev0_Toold Cup Group |
children [
DEP IRB14000_GRIFPER_rev00_Toold Cup 1 Shape |
appearance DEF _ 4 Appearance {

material DEF _5 Material (
ambientIntensity 0.25
shininess 0

I

}
DEE _6 (
solid FALSE
coord Coordinate |
point [
0.031 0.0200570408396 0.0435425127664,

31 0.0185 0.04375,
3 0,0198415143053 0,0425757107255,
3 0.0171584856947 0,0324242892745,
31 0.0169029591604 0.0314574872316,
0.0185 0,04275,
0.0185 0.03125,
0.0185 0.03128,
0.0165 0.04325,
0.0185 0.03175,
0.
0.
0.
0.

W0
.0
.0
.0

04
04
4031
04
04
.04 0.0185 0.03175,
044.0.0165 0.04325,

0185 0,034136722155,
0185 0,040863277845,
03 0.0185 0.040863277845,
.03 0.0105 0.034136722155,
0254 0.0185 0.035,

©0254 0.0188 0.04,

Robot Gripper Tool_2 Right Finger VRML File

02

1
4
4
1
5
5
4
4
9
.02%

Figure A 21 STEP & VRML files of Link_7 Right (without features addition)
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ABB Robot Gripper CAD Files with Rotation and Translation Features

Right Gripper CAD File Right Gripper VRML File
Figure A 22 Right Gripper CAD &VRML File (features added)

Left Gripper Right Finger CAD File Left Gripper Right Finger VRML File

Figure A 23 Left-Gripper Right Fingers CAD &VRML File (features added)
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V2,0 uetd
META o0 .80 h Jcom)*
1 Transfom |
chlldren |
DEF Pinal Assembly Complete Group |
children |

hildren
DEF Yumi_AS8 Robot _Gripper-Fisger (Right) Group |
childzen |
TEF IRBI4000_GRIPPER_rev0d Link2 Slide:} Transform |
roration ~0.FHF99995€37¢ 1.081272011¢60-08 B, 5107613650¢0-08 0.00546364245532
translation 0.07610336763 0,0759367820184 0,061300782206%
children [
DEF IRBLA000_GRIPPER tev00_Link? Slide Group (
children |
DEF IRB1000_GRIPPER revdd_Link2 Slide | Shape (
appearance TEF _ 8§ Appearance |
material CEF _§ Material |
asbientIntensity 0.267015658572
diftuseColor 0.745019622803 0.745019622603 0.749015622803
shininess 0
| 1
I
geometry DEF _ 10 IndexedPaceset |
solid mLse

| o
point
= - «0 NAKY A AN0Y 0 ALY,
Right Gripper Right Finger CAD File Right Gripper Right Finger VRML File

Figure A 24 Right-Gripper Right Finger CAD &VRML File (features added)
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ABB Robot Link CAD Files with Rotation and Translation Features

Robot Link_1 Right CAD File " RobotLink 1 Right VRML File
Figure A 25 CAD & VRML file of Link_1 Right (with features)
Robot Link 2 Left CAD File Robot Link 2 Left VRML File

Figure A 26 CAD & VRML files of Link_2 Left (with features)
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13 0,410
1 53 0.1 € 0,40%
12048 ¥ M2 M 0. 47190005

‘

Robot Link 2 Right CAD File Robot Link 2 Right VRML File
Figure A 27 CAD & VRML files of Link_2 Right (with features)

Robot Link_3Left CAD File Robot Link 3 Left VRML File
Figure A 28 CAD & VRML files of Link_3 Left (with features)
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2 1 LU
92014225 0. STOINEEM
HRL5H150)
]

Robot Link_3 Right CAD File Robot Link 3 Right VRML File
Figure A 29 CAD & VRML files of Link_3 Right (with features)

w
Robot Link 4 Left CAD File Robot Link 4 Left VRML File

Figure A 30 CAD & VRML files of Link_4 Left (with features)
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8360882078 2. 10063000 SIHMN0L,

Robot Link 4 Right CAD File Robot Link 4 Right VRML File

Figure A 31 CAD & VRML files of Link_4 Right (with features)

Robot Link_5 Left CAD File Robot Link_s Left VRML File
Figure A 32 CAD & VRML files of Link 5 Left (with features)
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Robot Link_5 Right CAD File Robot Liﬁk'_s' Right VRML File
Figure A 33 CAD & VRML files of Link_5 Right (with features)

4

File

Robot Link_6 Left CAD File Robot Link 6 Left VRML

Figure A 34 CAD & VRML files of Link_6 Left (with features)

74



Robot Link 6 Right CAD File Robo£ Liﬁk_s Rigilt VRNIL File
Figure A 35 CAD & VRML files of Link_6 Right (with features)

After modifying the link 1 to 6, Link_7 is added to the Gripper Fingerless part as they are
fixed to each other. So, the features are added to the Gripper and the link_7 after combining

them.

M

Link_7 Left with Gripper CAD File Link 7 Left with Gripper VRML File
Figure A 36 CAD & VRML files of Link_7 Left with Fingerless - Gripper (with features)
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APPENDIX B

ROBOT FILES ROTATION AND TRANSLATION CO-ORDINATE DATA
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ABB Robot Part Files Rotation and Translation Co-ordinate Data

Y Distance 0.404in 10.261...
Z Distance 0.521in 13.235...

¥ Selection 1 (Edge)

Diameter 2.835in 72.000...
Radius 1.417 in 36.000...
Length 8.905in 226.19...
Angle 6.28 rad 360.00...

X Position 1.599in 40.616...
Y Position 2.410in 61.218...
Z Position 15.679... 398.23...

¥ Selection 2 (Edge)

Diameter 2.835in 72.000...
Radius 1.417in 36.000...
Length 8.905in 226.19...
Angle 6.28rad 360.00...

X Position 2.579In 65.507...
Y Position 2.814in 71.479...
Z Position 16.200... 411.47...

Precision 3123 v
Angle Precision 212 v
Dual Units Millimetes
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Measure X +

By W=
¥ Measure Results
Center Distance
Deita
Minimum Distance
~ Delta
X Distance
Y Distance
Z Distance
¥ Selection 1 (Edge)
Diameter
Radwus
Length
Angle
s Center Position
X Position
Y Position
Z Position

¥ Selection 2 (Edge)
Diameter
Radius
Length
Angle
v Center Position
X Position
Y Position
Z Position

¥ Advanced Settings

Figure B 2 Link_2 Left coordinate Data for Rotation & Translation

Figure B 3 Link_2 Right coordinate Data for Rotation & Transl
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Measure X +

Sy, 8 &g
¥ Measure Results
Center Distance
Deita
Minimum Distance
~r Delta
X Distance
¥ Distance
Z Distance

¥ Selection 1 (Edge)
Diameter

Length
Angle
- Center Position
X Position
¥ Position
Z Position

¥ Advanced Settings

Precsion
Angle Precision
Dual Units

0.787 in  20.000... @
0.787 in 20.000...
0.360 in §9.148 mm
0.029 in §0.730 mm
0.700 in 17.770...
L575in  40.000...
0.787 in 20.000...
4.947 in 125.664...
6.28rad  360.00...
6.825 in 173.343...
-3.121inj} -79.282...
17.080 infl 433.819...
1575 in  40.000...
0.787 in 20.000...
4.947 in 125.664...
6.28 rad 360.00...
7.185 in 182.491...
-3.150 in § -80.012...
16.380 in ] 416.049...
0.787 in  20.000...
0.787 in 20.000...
0.038 in j§l 0.969 mm
0.655 in ] 16.629...
0.436 in 11.070...
L.575 in 40.000...
0.787 in 20.000...
4.947 in 125.664...
6.28 rad 360.00...
5.197 in 132.012...
5.679 in 144.236...
18.157 inj] 461.195...
1.575in  40.000...
0.787 in 20.000...
4.947in  125.664...
6.28 rad 360.00...
5.159 in 131.043...
6.333 In 160.865...
17.721 in §450.125...

ation




Measure X +

Sy &% |6
¥ Measure Results
Center Distance
Deita
Minimum Distance
s Delta
X Distance
¥ Distance
Z Distance

¥ Selection 1 (Edge)

s Center Position
X Posttion
¥ Position
Z Posttion
¥ Advanced Settings
Precision

Angle Precision
Dual Units

1.707 in

1.707 in

1.493 in
0.337 in
0.755 in

1.575 in
0.787 in
4.947 in
6.28 rad

12.539 in
-2.972 in
20.502 in

1L.575 in
0.787 in
4.947 in
6.28 rad

11.045 in
3.309 in
19.747 in

Figure B 4 Link_3 Left coordinate Data for Rotation & Translation

Figure B 5 Link_3 Right coordinate Data for Rotation & Translation
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Measure X

Gy &% |
¥ Measure Results
Center Distance
Deita
Minimum Dista.
~ Deilta
X Distance
Y Distance
Z Distance

1.906 in

43.350...

37.928...
8.552 mm
19.172...

125.664...

280.552...
84.037...
501.582...

48.405...

48.405...

0.797 in
0.991 in
1.419 in

20.255...
25.173...
36.042...

¥ Selection 1 (Edge)

Diameter

Radws

Length

Angle

s Center Position
X Position
Y Position
Z Position

1L.575 in
0.787 in
4.947 in
6.28 rad

9.111 in
8.594 in
22.976.

¥ Selection 2 (Edge)

Diameter

Radius

Length

Angle

~ Center Position
X Position
Y Position
Z Position

1.575 in
0.787 in
4.947 in
6.28 rad

40.000...
20.000...
125.66...
360.00...

231.40...
218.27...

8.313 in
7.602 in
21.557..

¥ Advanced Settings

Precision



Measure X

Hy &l
¥ Measure Results
Center Distance 1.069 in 27.144...
Delta
Minimum Distance 1.069 in 27.144...
~ Delta
X Distance 0.228 in 5.799 mm
Y Distance 1.044 in 26.515...
Z Distance 0.014 in 0.356 mm

¥ Selection 1 (Edge)

Diameter 1.181 in 30.000...
Radws 0.591 in 15.000...
Length 3.711 in 94.248...
Angle 6.28 rad 360.00...
~r Center Position
X Position 15.799 inj] 401.292...
Y Position -1.580 in | -40.141...
Z Position 20.433 inj] 518.998...

¥ Selection 2 (Edge)

Diameter 1.181 in 30.000...
Radius 0.591 in 15.000...
Length 3.711 in 94.248...
Angle 6.28 rad 360.00...
~r Center Position
X Position 15.571 in 395.493...
Y Position -0.536 in -13.626...
Z Position 20.419 in 518.642...

v Advanced Settings

Pracicion

Figure B 6 Link_4 Left coordinate Data for Rotation & Translation

Measure > 4

¥ Measure Results

Center Destance 1069 in 27.1494...
Deka

Manermes Desta 1069 in 27.144...

~ Deila

X Dastarce
¥ Dastance
Z Deszance

v Selection 1 (Edge)

Osameter 1.A81 in 30.000...
Racwrs 0.591 i 15.000...
Length 3. 711 in 94.248...
Arche
~r Center POSEIOn

X Position 303.66...

¥ Posatson 255.69...
Z POosaton 623.07...

v Sedection 2 (Edge)

Dearmeter 1,181 in 30.000...
Radeurs 0.591 in 15.000...
Length 3.711 in 94.248...
Anghe 6.28 rad 360.00...
~r Cemnter PosEion

X Posmtson 308.78...
¥ Posstson 276.11...
Z Posston S05.93...

Dual Urets

Figure B 7 Link_4 Right coordinate Data for Rotation & Translation
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Measure X

Sy, &g |8
¥ Measure Results
Center Distance 1.327 in 33.710...

Delta
Minimum Dista. 1.327 in 33.710...
~~ Dela
X Distance 0.926 in | 23.523...
Y Distance 0.215 in | 5.460...
Z Distance 0.926 in | 23.521...

v Selection 1 (Edge)

Diameter 1.181 in 30.000...
Radius 0.591 in  15.000...
Length 3.711 in 94.248...
Angle 6.28 rad 360.00...
~- Center Position
X Position 19.151..[486.42.
¥ Position -1.217...] -30.90...
Z Position 25.930..] 658.61...

v Selection 2 (Edge)

Diameter 1.181 in 30.000...
Radius 0.591 in 15.000...
Length 3.711 in 94.248...
Angle 6.28 rad 360.00...
~ Center Position
X Position 18.225.4 462.90...
Y Posttion 1.432..] -36.36...
Z Position 25.004.4 635.09...
¥ Advanced Settings

Precision
Angle Precision
Dual Units

Figure B 8 Link_5 Left coordinate Data for Rotation & Translation

Meassure > 4

ey = =3

¥ Measure Results

Center Destance AI27 i
Deita
Minamesm Dista 1327 in
~ Deita
X Distance O.158 in
¥ Distance o.824 in
Z Distance 1.029 in
v Selection 1 (Edge)
Deameter .28 in
Radus 0.591 in
Length 3. 711 in
Angle 6.28 rad 360.00...

~r Center Position
X Position
¥ Posation
Z Position

v Selection 2 (Edge)

Diarmeter 1.181 in 30.000...
Radwss O.591 in 15.000...
Length 3. 711 in S94.2a48...
Anghe 6.28 rad 360.00...
o Center Position

X Posston 10.904. .8 276.95...

¥ Posstion 133239 833373

Z Posstson 28.562. Q725 .47 ...

Angle Precisson 2.13
Dual Units Mudlirmete

Figure B 9 Link_5 Right coordinate Data for Rotation & Translatio
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Center Distance 0.630 in 16.000...

Minemurm Dista. 0.630 in 16.000...
~r Delita
X Distance
¥ Distance
Z Destance 0.220 in 5.591...

¥ Selection 1 (Edge)

Dameter 1.181 in 30.000...
Radwus 0.591 in 15.000...
Length 3.711 in 94.248...
Angle 6.28 rad 360.00...
~r Center Position
X Position 20777 .. 5S53.12...
¥ Position 1019 in 25.877...
Z Positon 28.4499... 722.61...
v Selection 2 (Edge)
Diameter 1.181 in 30.000...
Radwus 0.591 in 15.000...
Length 3.711 in 94.248...
Angle 6.28 rad 360.00...
~r Center Position
X Posstion 21.443... 544.66...
¥ Position 1.506 in 38.251...
Z Posttion 28.669... 728.20...

v Advanced Settings
Precsion
Angle Precision
Dual Units

Figure B 10 Link_6 Left coordinate Data for Rotation & Translation

Measure X

S o & ]

¥ Measure Results

Center Destance ©.827 in 21.000...
Delta

Minemum Dista 0.827 in 21.000...

~r Delta

X Distance
¥ Destance
Z Distance

¥ Selecuon 1 (Edge)

Drameter L2181 in 30.000...
Radsus 0.591 in 15.000...
Length 3.711 In S94.248...
Angle 6.28 rad 360.00...
~ Center Position

X Position 12.528.

¥ Posstion 17.186.

Z Position 31.883.

v Selection 2 (Edge)

Dsameter 1.181 in 30.000...
Radius 0.591 in  15.000...
Length 3711 in 94.24a8...
Anghe 6.28 rad 360.00...
~r Center Position

X Posston 12.482.

¥ Position 17.834.
Z Posstson 3IN.372.

¥ Advanced Settings

Dual Units Malimets

Figure B 11 Link_6 Right coordinate Data for Rotation & Translatio
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ABB Robot Gripper Files Rotation and Translation Co-ordinate Data

Drameter 0.787 in 20.000...
Radsus 0.394 in  10.000...
Length 2.474 in 62.832...
Angle 6.28 rad 360.00...

Diameter 0.787 in  20.000...
Radeus 0.394 in  10.000...
Length 2474 in 62.832...
Angle 6.28 rad 360.00...
~r Center
X Posstion 324.20...
¥ Posstion 17, 432.36...
Z Possaon BA7.65...
* Advanced Settings
Precsion 3.123 ~~

“ ;:a:‘;u-u‘ 212 ~ B |
Figure B 12 Link_7 Right & Fingerless Gripper coordinate Data for Rotation & Translation

2.920 in

26.677.. 677.60...
Precsion 3.123 ~
Angile Precision 2,12 ~
Dual Units Millimeter 1

Figure B 13 Left Gripper_Right Finger (close) coordinate Data for Rotation & Translation
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- Measure Results
> Detta
MinsmesT Desta. 0028 In ©0.700...
~ Deita
X Destance 0028 In 0699
¥ Destance 0002 In ©0.0%0...
Z Destance 0001 In C.O1e...
- Sedection 1 (Edge)
Diameter 0079 in 2.000...
Radns VO3 I 1.O00...
Length 0. 247 in G283

Diameter ©.079 in Z.000...
Radns ©0.039 In  1.000...
Length ©.247 in e.283..
Angle ©.28 rad 360.00-...
~ Center Posmtion

X Postion AT E6IS... 24T O

¥ Posmton N

Z Posmson 32.37%... 82223
- Advanced Settngs

‘I'liw S— ;n:‘mm 232 ~ -
Figure B 14 Right Gripper Left Finger (close) coordinate Data for Rotation & Translation

Figure B 15 Right Grippé'rn_ﬁ'iéht Finger (close) coordinate Data for Rotation & Translation
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> Deita
Minimum Dista... 0.028 in 0.700...
~r Delta
X Distance ©0.016 in 0.903...
¥ Distance 0.017 in O.4491...
Z Distance 0014 In 0.366...
w Selection 1 (Edge)
Diameter 0.079 in 2.000...
Radws 0.039 in 1.000...
Length 0.247 in 6.283...
Angie 6.28 rad 360.00...
~- Center Position
X Posstion 25.797 ...
¥ Position 3.178 in 3...
Z Position 26.194...
w Selection 2 (Edge)
Diameter 0.079 in 2.000...
Radius 0.039 in 1.000...
Length 0.247 in 6.283...
Angle 6.28 rad 360.00...
~r Center Position
X Posston 25.782... 654.85...
Y Position 3.160 in 80.273...
Z Position 26.208... 665.69...

w Advanced Settings

= 12™ ~r

Figure B 16 Left Gripper Left Finger (Open) coordinate Data for Rotation & Translation

> Delta
Minimum Distance 0.028 in ©0.700 mum
~ Delta
X Dsstance 0.016 in ©0.403 mn
¥ Distance ©0.017 in 0. 441 mun
Z Destance 0.014 in 0.366 mwn
¥ Selection 1 (Edge)
Dsameter 0.079 in 2.000 mm
Radws 0.039 in 1.000 mwn
Length 0.247 in 6.283 mwn
Angle 6.28 rad 360.00...

X Position 25.747 n 1 653.973...
¥ Position 3.542 in 89.974...
Z Position 26.578 in 1 675.075...

Diameter 0.079 in 2.000 mm
Radws 0.039 in 1.000 mwn
Length 0.247 in 6.283 mun
Angle 6.28 rad 360.00...
~~ Center Position
X Postion 25.731 In 653.570...
¥ Position 3.525 in B89.533...
Z Position 26.592 In 675.4491...

w Advanced Settings

o Precision 3.123 ~~
Angle Precsion 232 ~-
Dual Units Mihmeters -

Figure B 17 Left Gripper Right Finger (Open) coordinate Data for Rotation & Translation
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17.701 in s
17.003 in 3 H
33.284 in 845

0079 in 2.000 mum
0.039 in 1.000 mun
0.247 in 6.283 man
6.28 rad 360.00...

17.674 in 448.915...
17.002 in 431.848...
33.285 in BAS.427...

3.123 ~~
2.12 ~~
Millimeter ~

Figure B 19 Right Gripper Right Finger (Open) coordinate Data for Rotation & Translation
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Table B5 ABB Robot Rotation & Translation Data

ROBOT LEFT ARM ROBOT RIGHT ARM
X Y Y4 ROTATION & TRANSLATION X Y z
LINK_1 LEFT LINK_1 RIGHT
67.031 | -72.107 | 412.282 PART ORIGIN (SELECTION 1) (mm) 67.031 72.107 | 412.282
40.616 | -61.218 | 398.236 NEXT LINK JOINT (SELECTION 2) (mm) 40.616 61.218 | 398.236
26.415 | -10.889 | 14.046 ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) 26.415 10.889 14.046
0.040616 | -0.06122 | 0.398236 TRANSLATION (SELECTION 2)/1000 (m) 40.616 61.218 | 398.236
LINK_2 LEFT LINK_2 RIGHT
173.343 | -79.282 | 433.819 PART ORIGIN (SELECTION 1) (mm) 132.012 | 144.236 | 461.195
182.491 | -80.012 | 416.049 NEXT LINK JOINT (SELECTION 2) (mm) 131.043 | 160.865 | 450.125
-9.148 0.73 17.77 ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) 0.969 -16.629 11.07
0.141875 | -0.01879 | 0.017813 | TRANSLATION [(SEL. 2 - SEL 2(PREV. LINK)/1000] (m) | 0.090427 | 0.099647 | 0.051889
LINK_3 LEFT LINK_3 RIGHT
318.48 | -75.485 | 520.755 PART ORIGIN (SELECTION 1) (mm) 231.407 | 218.277 | 583.592
280.552 -84.037 | 501.582 NEXT LINK JOINT (SELECTION 2) (mm) 211.152 193.103  547.55
37.928 8.552 19.173 ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) 20.255 25.174 36.042
0.098061| -0.00403| 0.085533 | TRANSLATION [(SEL. 2 - SEL 2(PREV. LINK)/1000] (m) | 0.080109 | 0.032238 | 0.097425
LINK_4 LEFT LINK_4 RIGHT
401.292 | -40.141 | 518.998 PART ORIGIN (SELECTION 1) (mm) 303.666 | 255.698 | 623.071
395.493 | -13.626 | 518.642 NEXT LINK JOINT (SELECTION 2) (mm) 308.789 | 276.114 | 605.933
5.799| -26.515| 0.356 ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) -5.123 -20.416 | 17.138
0.114941 | 0.070411 | 0.01706 | TRANSLATION [(SEL. 2 - SEL 2(PREV. LINK)/1000] (m) | 0.097637 | 0.083011 | 0.058383
LINK_5 LEFT LINK_5 RIGHT
486.426 | -30.908 | 658.615 PART ORIGIN (SELECTION 1) (mm) 280.972 | 354.656 | 751.594
462.903| -36.368| 635.094 NEXT LINK JOINT (SELECTION 2) (mm) 276.956 | 333.733 | 725.47
23.523 5.46 23.521 ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) 4.016 20.923 26.124
0.06741 | -0.02274 | 0.116452 | TRANSLATION [(SEL. 2 - SEL 2(PREV. LINK)/1000] (m) | -0.03183 | 0.057619 | 0.119537
LINK_6 LEFT LINK_6 RIGHT
553.125 25.877| 722.611 PART ORIGIN (SELECTION 1) (mm) 318.222 | 436.532 | 809.838
544.662 | 38.251 | 728.201 NEXT LINK JOINT (SELECTION 2) (mm) 317.032 | 452.986 | 796.844
8.463 -12.374 -5.59 ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) 1.19 -16.454 | 12.994
0.081759 | 0.074619 | 0.093107 | TRANSLATION [(SEL. 2 - SEL 2(PREV. LINK)/1000] (m) | 0.040076 | 0.119253 | 0.071374
LINK_7 LEFT (GRIPPER BASE) LINK_7 RIGHT (GRIPPER BASE)
598.105 | 23.532 | 721.477 PART ORIGIN (SELECTION 1) (mm) 344.167 | 433.506 | 847.264
582.568 6.537 735.576 NEXT LINK JOINT (SELECTION 2) (mm) 324.203 | 432.369 | 847.652
15.537 16.995 | -14.099 ROTATION COORDINATES (SEL. 1 - SEL. 2) (mm) 19.964 1.137 -0.388
0.037906 | -0.03171 | 0.007375 | TRANSLATION [(SEL. 2 - SEL 2(PREV. LINK)/1000] (m) | 0.007171 | -0.02062 | 0.050808
LEFT GRIPPER_LEFT FINGER RIGHT GRIPPER_LEFT FINGER
636.007 96.52 663.168 CLOSED (SELECTION 1) (mm) 448.636 | 441.117 822.2
645.6315| 88.617 | 664.2475 HALF OPEN (SELECTION 1) (mm) 449.1245 | 436.5025 | 833.8065
655.256 | 80.714 | 665.327 OPEN (SELECTION 1) (mm) 449.613 | 431.888 | 845.413
LEFT GRIPPER_RIGHT FINGER RIGHT GRIPPER_RIGHT FINGER




APPENDIX C

3D WORLD EDITOR LINK-ROTATION AND TRANSLATION DATA
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b scale (SFvec3f): 1 1 1
B scaleOrientation (SFRotation):0 0 1 0
& translation (SFVec3f): 0.040616 -0.061218 0.39824
B bboxCenter (SFvec3f: 0 0 0
B bboxsize (SFvec3f: -1-1-1
P children (MFNode)
- ® (Inline)
SR BRobot Link2_L (Transform)
& center (SFVec3f):0 0 0
[ rotation (SFRotation): -9.148 073 1777 -1.0033 |
# scale (SFVec3f): 1 1 1

& i ion:0010
translation (SFVec3f): 0.14187 -0.018794 0.017813 |

§ bboxCenter (SFVec3f):0 0 0

B bboxsize (SFvec3f): -1-1-1
= P children (MFNode)

& ® (Inline)

Figure C 1 Link_2 Left adjusted in 3D World Editor using Rotation & Translation Data

T CEMMET (SrVECST. U U U
I rotation (SFRotation): -9.148 073 17.77  -1.0033
# scale (SFVec3f):1 1 1
I scaleOrientation (SFRotation): 0 0 1 0
b translation (SFVec3f): 0.14187 -0.018794 0.017813
§ bboxCenter (SFVec3f):0 0 0
B bboxsize (SFvec3:-1-1-1
= P children (MFNode)
- ® (Inline)
=8 BMRobot_Link3_L (Transform)
b center (SFVec3):0 0 0
Qrotation (SFRotation): 37.928 8.552 19173  -03213 I
scale (SFVec3f)::1 1 1
B scaleOrientation (SFRotation):0 0 1 0
I"’translation (SFVec3f): 0.098061 -0.004025 0.085533 I
 bboxCenter (SFVec3f):0 0 0
B bboxsize (SFvec3f):-1-1-1
# P children (MFNode) v

Figure C 2 Link_3 Left adjusted in 3D World Editor using Rotation & Translation Data
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8 LEILET (OFVELDI)L U U U
+b rotation (SFRotation): 37.928  8.552
# scale (SFVec3f): 1 1 1
b scaleOrientation (SFRotation):0 0 1 0
b translation (SFVec3f): 0.098061 -0.004025 0.085533
f bboxCenter (SFVec3f):0 0 0
i bboxSize (SFvec3f): -1-1-1
=P children (MFNode)
- ® (Inline)
=R MRobot _Link4_L (Transform)
+ center (SFVec3f): 0 0 0
[ *F rotation (SFRotation): 5.799  -26.515
*# scale (SFVec3f): 1 1 1
+ scaleOrientation (SFRotation):0 0 1 0
[ translation (SFVec3f):0.11494 0070411 001706 |
¥ bboxCenter (SFVec3f): 0 0 0
i bboxsize (SFVec3f):-1-1-1

19173 -03213

035 -2.1345]

Figure C 3 Link_4 Left adjusted in 3D World Editor using Rotation & Translation Data

BT TOLdUon Drroauon); 2./yy =£0.212 U.300 =L 134D 7

b scale (SFVec3f:1 1 1
b scaleOrientation (SFRotation): 0 0 1 0
b translation (SFVec3f): 0.11494 0.070411
B bboxCenter (SFVec3f):0 0 0
§ bboxsize (SFVec3f):-1-1-1
= ¥ children (MFNode)
+- @ (Inline)
BlLgFovot Links L (Transform)|
b center (SFVec3f):0 0 0
|'I' rotation (SFRotation): 23.523
# scale (SFVec3f): 1 1 1
§ scaleOrientation (SFRotation): 0 0 1 0
I‘I'translation (SFVec3f): 0.06741 -0.022742 0.11645 l
§ bboxCenter (SFVec3f):0 0 0
i bboxsize (SFVec3f):-1-1-1
# P children (MFNode)
>
Editor using Rotation & Translation Data

0.01706

546 23521 33389

Figure C 4 Link_5 Left adjusted in 3D World
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I TOTaNON (SFROEON): Z3.523 546 23521 33389
b scale (SFVec3f):1 1 1
b scaleOrientation (SFRotation): 0 0 1 0
+ translation (SFVec3f): 0.06741 -0.022742 011645
i bboxCenter (SFVec3f:0 0 0
i bboxsize (SFvec3f: -1-1-1
= P children (MFNode)
+ @ (Inline)
= » Robot_Link6_L (Transform)
b center (SFVec3f): 0 0 0
| ¥ rotation (SFRotation): 8463  -12374  -559  1.953]
*# scale (SFVec3f): 1 1 1

i fation: 0 0 1 0
b translation (SFVec3f): 0.081759 0.074619 0.093107 I

§ bboxCenter (SFVec3f:0 0 0
i bboxsize (SFVec3f):-1-1-1
# P children (MFNode) v

< >
Figure C 5 Link_6 Left adjusted in 3D World Editor using Rotation & Translation Data

T TOWUON (SFROW@UON) 8403 ~1Z374 =559 1953
b scale (SFvec3f):1 1 1
+ scaleOrientation (SFRotation): 0 0 1 0
b translation (SFVec3f): 0.081759 0.074619 0.093107
f bboxCenter (SFVec3f:0 0 0
i bboxsize (SFvec3f).-1-1-1
= P children (MFNode)
#- @ (Inline)
= P Robot_Link7_L (Transform)
b center (SFVec3f): 0 0 0

I‘I’ rotation (SFRotation): 15.537 16995 -14.009 0,3304|
scale ec3n: 1 11

b scaleOrientation (SFRotation): 0 0 1 0
I’I‘translation (SFVec3f): 0.037906 -0.031714 0.007375 I
§ bboxCenter (SFVec3f): 0 0 0
B bboxSize (SFvec3f): -1-1-1
P children (MFNode) v

Figure C 6 Link_7 Left adjusted in 3D World Editor using Rotation & Translation Data
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¥ CEMMET (SFVEC3T U U U
+ rotation (SFRotation): 23099  -18967 2592 0
b scale (SFVec3f):1 1 1
b scaleOrientation (SFRotation):0 0 1 0
b translation (SFVec3f): 0072688 0.074177 -0.070249
I bboxCenter (SFVec3f):0 0 0
§ bboxSize (SFVec3f): -1-1-1
- ® children (MFNode)
=8 MRobot _Link3_L_R (Transform)
b center (SFVec3f):0 0 0
| rotation (SFRotation): 23099 18967 2592 0 |
*# scale (SFVec3f):1 1 1
b scaleOrientation (SFRotation): 0 0 1 0
l"’translation (SFVec3f): 0.071405 0.083437 -0.060501 I
§ bboxCenter (SFVec3f):0 0 0
B bboxSize (SFVec3f): -1-1-1
(- ® children (MFNode) v

>

Figure C 7 Link_8 Left (Right Finger) adjusted using Rotation & Translation Data

A —

A scale (SFVec3f): 1 1 1
 scaleOrientation (SFRotation):0 0 1 0
+b translation (SFVec3f): 0.040616 0061218  0.39824
§ bboxCenter (SFVec3f):0 0 0
§ bboxSize (SFvec3f: -1-1-1
=} children (MFNode)
4 @ (Inline)
=8 BRobot _Link_2_R (Transform)
b center (SFVec3f):0 0 0
P rotation (SFRotation): 0969  -16629 1107 -13812 |
+ scale (SFVec3f):1 1 1
b scaleOrientation (SFRotation):0 0 1 0
| translation (SFVec3f): 0.090427 0.099647 0051889 |
# bboxCenter (SFVec3f):0 0 0
i bboxSize (SFvec3f: -1-1-1
# P children (MFNode)

>

<

< ; >
Figure C 8 Link_2 Right adjusted in 3D World Editor using Rotation & Translation Data
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W 101@uon rroauon); u.yoy =10.0&Y s ~1L.301Z
b scale (SFVec3f:1 1 1
b scaleOrientation (SFRotation): 0 0 1 0
b translation (SFVec3f):0.090427 0099647 0.051889
i bboxCenter (SFVec3f):0 0 0
f bboxSize (SFvec3f): -1-1-1
& P children (MFNode)
+ ® (Inline)
=8 MRobot_Link 3_R (Transform)
b center (SFVec3f):0 0 0
| rotation (SFRotation): 20255 25174 36042 46897 |
# scale (SFVec3f): 1 1 1
+ scaleOrientation (SFRotation): 0 0 1 0
I‘l‘translation (SFVec3f):0.080109 0032238 0.097425 I
H bboxCenter (SFVec3f):0 0 0
B bboxsize (SFVec3f:-1-1-1
#- P children (MFNode)

Figure C 9 Link_3 Right adjusted in 3D World Editor using Rotation & Translation Data

b scale (SFVec3f):1 1 1 ‘
b scaleOrientation (SFRotation): 0 0 1 0
b translation (SFVec3f): 0.080109 0.032238 0.097425
i bboxCenter (SFVec3):0 0 0
§ bboxSize (SFVec3f): -1-1-1
= P children (MFNode)
- @ (Inline)
=8 BRobot Link 4_R (Transform)
A center (SFVec3f):0 0 0
+b rotation (SFRotation): -5.123  -20416  17.138  -1.9826 I
# scale (SFVec3f): 1 1 1
+ scaleOrientation (SFRotation): 0 0 1 0
| translation (SFVec3f: 0097637 0083011 0058383 |
§ bboxCenter (SFVec3f):0 0 0
B bboxsize (SFVec3f):-1-1-1
P children (MFNode) M
< >

Figure C 10 Link_4 Right adjusted in 3D World Editor using Rotation & Translation Data
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E 1O1auon (drrotauon); =d.1£43 =ZU410 17,1386 = 1L.Y840
b scale (SFVec3f): 1 1 1
+ scaleQrientation (SFRotation):0 0 1 0
b translation (SFVec3f):0.097637 0083011 0058383
§ bboxCenter (SFVec3):0 0 0
i bboxSize (SFvec3fy: -1-1-1
= P children (MFNode)
+- @ (Inline)
=3 WRobot Link 5_R (Transform)
b center (SFVec3f): 0 0 0
| b rotation (SFRotation): 4016 20923  26.124 -0.04177 I
* scale (SFVec3f): 1 11
+ scaleOrientation (SFRotation):0 0 1 0
[ translation (SFvec3f):-0031833 0057619 011954 |
i bboxCenter (SFVec3f):0 0 0
B bboxsize (SFVec3f).-1-1-1
# P children (MFNode) v

Figure C 11 Link_5 Right adjusted in 3D World Editor using Rotation & Translation Data

“F" [OTAUON (SFKOTAUONS: 4UT0  ZUYZ3  £0.124  -UN&17T
& scale (SFVec3f):1 1 1
+ scaleQrientation (SFRotation): 0 0 1 0
+ translation (SFVec3f): -0.031833 0057619 0.11954
i bboxCenter (SFVec3f):0 0 0
§ bboxSize (SFVec3f:-1-1-1
= » children (MFNode)
£ ® (Inline)
=8 MRobot Link 6_R (Transform)
b center (SFVec3f):0 0 0
I b rotation (SFRotation): 1.19  -16454 12994  1.1072 l
* scale (SFVec3f): 1 1 1
b scaleOrientation (SFRotation):0 0 1 0
l*l‘translation (SFVec3f): 0.040076  0.11925 0.071374 |
§ bboxCenter (SFVec3f): 0 0 0
B bboxsize (SFVec3f): -1-1-1
P children (MFNode)

Figure C 12 Link_6 Right adjusted in 3D World Editor using Rotation & Translation Data
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 scale (SFVec3f): 1 1 1
* scaleOrientation (SFRotation): 0 0 1 0
+ translation (SFVec3f): 0.040076  0.11925 0071374
§ bboxCenter (SFvec3):0 0 0
§ bboxSize (SFVec3f):-1-1-1
= ¥ children (MFNode)
4 ® (Inline)
=8 MRobot _Link7_R (Transform)
A center (SFVec3f):0 0 0
L;Lrotation (SFRotation): 19964 1137 0388 -2725 |
scale (SFVec3f):1 1 1
4 scaleOrientation (SFRotation): 0 0 1 0
I b translation (SFVec3f): 0.007171 -0.020617 _0.050808 l
§ bboxCenter (SFVec3): 0 0 0
B bboxSize (SFVec3f: -1-1-1
=} children (MFNode) v

< >
Figure C 13 Link_7 Right adjusted in 3D World Editor using Rotation & Translation Data

¥ TOTaTioN (SFROTATION]: T9.964 TI37  -U388 2125 =
b scale (SFVec3f: 1 1 1
+b scaleOrientation (SFRotation):0 0 1 0
+ translation (SFVec3f): 0.007171 -0.020617 0.050808
i bboxCenter (SFvec3f:0 0 0
i bboxsize (SFvec3f): -1-1-1
= ¥ children (MFNode)
+ ® (Inline)
S8 BRobot Link8_R_L (Transform)
b center (SFVec3f):0 0 0
| - rotation (SFRotation): 1172 -11.075  27.856 0|
b scale (SFvec3f: 1 1 1
b scaleOrientation (SFRotation): 0 0 1 0
[F transiation (SFVec3t): 012541 -0.000481 -0002230 |
i bboxCenter (SFVec3f):0 0 0
B bboxsize (SFVec3f):-1-1-1
(& ® children (MFNode) ot

< >
Figure C 14 Link_8 Right (Left Finger) adjusted using Rotation & Translation Data
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